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Preface

Between the desire

And the spasm

Between the potency

And the existence

Between the essence

And the descent

Falls the Shadow

For Thine is the Kingdom
T. S. Eliot: The Hollow Man

In recent years, there has been a notable upsurge in the use of language corpus as a
dependable resource in all major domains of linguistics. The growing tendency for
using language corpus as a source of authentic empirical evidence is triggered due
to easy access to corpus data in a machine-readable form. Also, objective analysis
of corpus data contributes in a major way to the understanding of the intricate form
and function of language properties considered useful in various domains of lin-
guistics. This change in approach reflects on the ideological and technological shifts
the discipline has undergone over the last 60 years or more.

The ideological shift has focused on empirical language data as the most trusted
linguistic evidence because our traditional intuitive assumptions are proved to be
not much convincing for drawing reliable, conclusive observations about various
aspects of a natural language on which principles and theories of linguistics can be
formulated. This leads us to focus on empirical language data so that our under-
standings of languages and linguistics are reliable and trustworthy. The techno-
logical shift, on the other hand, has given us an opportunity to use a computer to
collect language data in a new device, access it in different platforms, process it in
different ways, analyze it from different perspectives, and utilize it in different
domains. Thus, computer brings in a new shade in the world of linguistics to look at
the language from newer angles to make our studies authentic and reliable.
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In reality, the computer has opened before us many new ways of looking at the
language data, interpreting it in a new light and utilizing it in various fields of
linguistics. This was hardly possible before the use of the computer in linguistics.
In the earlier years, scholars had to be content with handmade language data for
their works because they had no system under their access by which they could
assemble a large amount of language data from different spheres of language use
within a short span of time, interpret them, and utilize them. Now the scenario is
greatly changed. Now we can use a computer to collect language data of any size,
type, and variety as well as analyze it to find out new examples, new information,
and new evidence to furnish in our studies. The referential value of a corpus is
increasing day by day because a corpus has the potential to contribute to new theory
formulation as well as modifying the existing ones. Corpus-based studies are
incorporating new insights to look into the cognitive areas of the human mind to
understand the mysteries operating behind the cognitive process like receiving,
processing, comprehending, and sharing linguistic signals (Winograd 1983: 18).

Nearly after six decades of corpus use in various fields of descriptive linguistics,
applied linguistics, and language technology, it is clear that the utility of a corpus is
not limited to language teaching and dictionary compilation. It is now an open
resource which can be used in any domain of social sciences where language data is
an integral part, although scholars more often were found to depend on it in the
activities like language processing, machine learning, sentiment analysis, dictionary
compilation, grammar writing, WordNet design, word-sense disambiguation,
translation, language documentation, and other areas of linguistics (Dash and
Arulmozi 2018: Chap. 14). Since the analysis of data in a language corpus supplies
important authentic perspectives toward linguistic description and interpretation
(Biber 1996), information retrieved from a corpus can also be used, besides the
domains stated above, in several other linguistic works like diachronic lexical
semantics, pragmatic analysis of texts, sociolinguistic studies, and discourse anal-
ysis (Leech and Fligelstone 1992). From an informal pilot survey, we have found
that digital language corpora are used in more than 500 different types of devel-
opment and research works covering almost all the major areas of linguistics and
language technology (Dash and Chaudhuri 2003). The multipurpose application of
language corpora is best visualized by Svartvik (1986):

...lexicography, lexicology, syntax, semantics, word-formation, parsing, question-answer
synthesis, software development, spelling checkers, speech synthesis and recognition,
text-to-speech conversion, pragmatics, text linguistics, language teaching and learning,
stylistics, machine translation, child language, psycholinguistics, sociolinguistics, theoret-
ical linguistics, corpus clones in other languages such as Arabic and Spanish—well, even
language and sex.

We can summarize the importance of a language corpus in the following
manner. The relevance of corpus is understandable when we realize that the goal of
a corpus is to perform the following tasks (Leech 1992):
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(a) Focus on linguistic performance rather than competence,

(b) Focus on linguistic description rather than linguistic universals,

(c) Focus on quantitative and qualitative models of language,

(d) Focus on an empiricist, rather than a rationalist, view of scientific inquiry of a
language.

Each of the arguments stated above contrasts with ‘Chomskyan paradigm which
has dominated much of linguistic thinking since the 1950 (Leech 1992: 107). The
scope of corpus use is further expanded in the observations of Atkins et al. (1992),
Leech and Fligelstone (1992), McEnery and Wilson (1996), Rundell (1996),
Barlow (1996), Thomas and Short (1996), Biber (1996), Biber et al. (1998), Teubert
(2000), Cheng (2011), Crawford and Csomay (2015), McEnery and Hardie (2011),
Vandelanotte et al. (2014), Weisser (2015), Dash (2005), Dash and Arulmozi
(2018), and many others. In essence, a language corpus is a valuable linguistic
resource for all areas of descriptive linguistics, language technology, applied lin-
guistics, discourse analysis, and cognitive linguistics. With the multidimensional
use of language data, corpus linguistics now emerges as a new approach toward
linguistics. It is also identified as a new way of studying and applying natural
language using the techniques of computer science (Landau 2001: 277).

The appreciation for language corpus in linguistics is a new thing. It has been
possible because the data and information obtained from a corpus have been of
much use in developing corpus-based grammar and text materials for both first- and
second-language learners. At the same time, the creation of a corpus, in both spoken
and written forms, has been a new task of different orientation that has contributed
in two different ways:

(a) It has developed a new league of scholars who are very much skilled in the
generation of speech and text corpora as well as in processing them.

(b) It has developed a pool of data and information for catering the needs of
different kinds of linguistic study and application.

The creation of this kind of ambience for the Indian languages is an urgent task
today. Here our goal is to develop different types of the corpora in such a manner
that they can contribute to new types of linguistic studies, research in written and
spoken languages, and develop new technology that can serve the requirements of a
multilingual and multicultural country like India. Although these corpora will be
used primarily for linguistics and allied disciplines, these will also function as a
source of data and information for various related disciplines. The corpora that we
try to envisage will eventually be available online for each major and minor Indian
languages and will be marked with genres, periods, times, and subjects—all being
ready to mirror the discourse varieties that range over various types of linguistic
interactions in which the members of the speech communities are engaged in.

From this observation, it becomes clear that in a multilingual and multicultural
country like India, the functional potential of language corpus is multidimensional
in various innovative works of descriptive linguistics, language technology, applied
linguistics, cognitive linguistics, and discourse studies. Definitely, corpus-based
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approach to linguistic research and development will open up many new avenues
for the benefit of the people of the country. We can visualize that the corpora made
from the Indian languages may be utilized in the following works: language
description and interpretation, first- and second-language education, generation of
terminology data banks, compiling lists of translational equivalents, compiling
dictionaries of various types, studying traits of cultural difference across speech and
language communities, analyzing courses of discourse and pragmatics in linguistic
settings, analyzing dialogues and conversations in various settings and back-
grounds, studying grammar and syntax of the Indian languages, developing
grammar of different types in the Indian languages, developing systems and tools
for understanding ambiguities, understanding the nature and texture of social
psychology, analyzing systems and methods of language acquisition, devising tools
and systems for language technology, designing texts and course materials for
language education, exploring stylistic variations observed in different types of
texts, studying language variation across regional and social territories, language
revival and revitalization, translation across the Indian languages, and resource
generation for serving language impairments.

Since a raw (i.e., non-normalized and non-annotated) corpus has limited utilities
in analysis and description of a language or a variety, it has less value in works of
language description, application, and technology. Therefore, there arises an urgent
need for generating normalized and annotated corpora in the Indian languages for
both spoken and written varieties. Since there is hardly any Indian language corpus
that is tagged at various levels (i.e., orthographic, grammatical, syntactic, semantic,
discourse, anaphoric, etymological, and figurative) of a text, there is an urgent need
for generating normalized and annotated corpora, which will be used to contribute
toward devising advanced resources and tools for the works of applied linguistics
and language technology. In order to achieve this goal, we need to design elaborate
tagsets, which will encompass all linguistic properties of written and spoken texts
with a proper focus on sounds, segments, characters, words, morphemes, com-
pounds, collocations, multiword units, phrases, sentences, idioms, proverbs, and
other linguistic properties. There is also a need for describing different methods of
text annotation for the corpora of Indian languages based on which subsequent
works of corpus processing and utilization can be fruitfully executed (all these
issues will be discussed in some details in the next volume).

Besides tagging these linguistic elements, properties, and information visible in a
corpus, we also need a corpus tagged with various invisible linguistic information
such as meaning, anaphora, discourse, and pragmatics so that these corpora become
useful and accessible for various applied linguistic works relating to dictionary
compilation, language teaching, word-sense disambiguation, machine translation,
etc. In this context, the tools and techniques that we require for all the Indian
language corpora are the following: frequency counting, lexical sorting, sentence
breaking, lexical decomposition, compound decomposition, spelling checking,
word concordance, lexical collocation, keyword searching, local word grouping,
lemmatization, morphological processing, morphological generation, grammatical
annotation, sentence annotation, multiword extraction, sentence parsing, Sandhi
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splitting, speech-to-text conversion, and transliteration. Although these tools and
techniques are absolutely necessary for the Indian language corpora, it is not so
easy to develop these tools and resources without the support of actual Indian
language corpora and active involvement of a large group of skilled people
endowed with advanced knowledge of Indian languages, corpus linguistics, and
computer science. This appears to be a Himalayan task before we can make a real
breakthrough in the areas of corpus linguistics and language technology for the
Indian languages. We have addressed some of the issues and needs mentioned
above in this volume.

The present book is an outcome of our corpus-based studies on the Indian
languages. In this book, we have tried to address some of the issues of using data
and information from the corpus in some basic areas of language application. We
have tried to show how language corpus may be utilized for developing quality
language teaching textbooks, course books, and reference materials; compiling
usage-based dictionaries; generating database for translational equivalents; deci-
phering contextual information for understanding sense variations in words;
understanding unique linguistic properties and features of dialects; and developing
useful systems, tools, and resources for translation. In essence, with close reference
to the corpus, in this book, we have tried to perform the role of a harbinger to make
people aware of functional and referential benefits of the corpus in various works of
descriptive linguistics, applied linguistics, and language technology. The academic
relevance of this book may be attested in its direct focus on the application of
language data and its sincere appeal for redirecting the focus of linguists toward this
new method of language study for the benefit of the entire discipline as well as its
sister disciplines. Following are the notable contributions of this book:

[1] It discusses the use of corpus in several important areas of linguistics, namely
language teaching, dictionary making, dialect study, word-sense disam-
biguation, TermBank compilation, machine translation, lexicology, soci-
olinguistics, lexical semantics, psycholinguistics, stylistics.

[2] The observation, information, and arguments furnished in this book are
based on the analysis of language corpus of various types.

[3] From the perspective of application of corpus in the areas stated above, we
have tried to show how linguistic information and examples obtained from a
corpus can contribute toward the growth, maturity, and advancement of
linguistics.

[4] Discussions presented in this book are primarily built on linguistic resources
collected from the real use of language in normal life. These are authentic
and reliable than any experimental results and intuitive speculations.

[5] The research works presented in this book focus on the qualitative and
functional interpretation of corpus data to understand the intricacies noted in
the internal and external textures of a natural language.
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[6] The topics discussed in this book have strong academic and functional rel-
evance in the general domains of corpus linguistics, applied linguistics,
language technology, cognitive linguistics, computational linguistics, natural
language processing, and mainstream linguistics.

[71 The book tries to show how new findings obtained from a corpus become
useful to substantiate, validate, or refute previously made observations and
hypotheses about language properties.

[8] The book searches answers to those queries of linguistics and language
technology which are relevant and useful for future studies and research in
corpus linguistics, language technology, and applied linguistics.

[91 The book tries to find answers to the questions indirectly related to the
cognitive, functional, and referential relevance of corpus in the main areas of
linguistics and language technology, which has been haunting scholars for
the last fifty years.

[10] The book is enriched with reference to recent works carried out in several
advanced languages in various parts of the world. It will help the readers to
know how and where novel approaches are used and how these are making
valuable improvements over traditional systems, models, and techniques
normally used in various domains of linguistics.

Since the book is highly referential in approach and analysis, it is characteris-
tically suitable to be used as a course-cum-text book at the undergraduate and the
postgraduate levels. It can also be used as a reference book for language teachers of
first- and second-language teaching, researchers working in various areas of lin-
guistics, and people engaged in the development of tools and systems of language
technology. Also, people working in corpus linguistics, computational linguistics,
natural language processing, applied linguistics, cognitive linguistics, lexicography,
discourse analysis, lexicology, field linguistics, language documentation, transla-
tion, etc., will find this book equally useful for relevant information, observation,
and interpretation.

Kolkata, India Niladri Sekhar Dash
Mysore, India L. Ramamoorthy
March 2018
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Chapter 1 ®)
Issues in Text Corpus Generation ez

Abstract In this chapter, we shall briefly discuss some of the basic issues that are
directly linked with text corpus generation in digital form with the involvement
of computer in the process. The act of corpus generation asks for consideration
of various linguistic and statistical issues and factors which eventually control the
entire process of corpus generation. Factors like size of a corpus, choice of text
documents, collection of text documents, selection of text samples, sorting of text
materials, manner of page sampling and selection, determination of target corpus
users, manner of data input, methods of corpus cleaning, management of corpus
files are immediate issues that demand utmost attention in corpus generation. Most
of these issues are important in the context of text corpus generation not only for
advanced languages like English and Spanish but also are of greater importance for
poorly resourced languages used in less advanced countries. We shall discuss all
these issues in this chapter with reference to some of the Indian languages.

Keywords Size of corpus + Text representation - Determination of time span
Selection of documents + Selection of newspapers - Selection of books
Selection of writers + Determination of target users

1.1 Introduction

There are many issues involved in the generation of a corpus in digital form with
texts taken from written sources. It asks for serious consideration of various linguistic,
extralinguistic, and statistical factors that are directly linked to the process of corpus
generation. Issues like size of a corpus, choice of text documents, collection of
text documents (e.g., books, journals, newspapers, magazines, periodicals), selection
of text samples, sorting of text materials, manner of page selection (e.g., random,
regular, selective), determination of target users, manner of data input, methods of
corpus cleaning, management of corpus files demand good care and attention from
the corpus designers for the successful creation of a corpus (McEnery and Hardie
2011; Crawford and Csomay 2015).
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At the time of creating a corpus, all these issues are, however, not equally relevant
to all types of corpus irrespective of languages. It is observed that some of the issues
as proposed in Atkins et al. (1992) may be redundant for many of the less advanced
languages including that of Indian and other South Asian languages. On the contrary,
there are some issues, which are of high referential relevance for the Indian and the
South Asian languages and are hardly addressed and probed into. That means it is
possible to classify the corpus generation issues into three broad types based on the
status of a language:

(a) Issues relevant for an advanced language,
(b) Issues relevant for a less advanced language, and
(c) Issues relevant for both types of languages.

In this chapter, we shall try to address most of the issues that are directly relevant
for the less advanced languages used in India and South Asian countries. And, most
of these issues are discussed in the following subsections of this chapter with direct
reference to the Indian text corpus developed in the Technology Development for the
Indian Languages (TDIL) project executed across the country during 1992-1995. In
our view, the issues that will be discussed here are relevant not only for the Indian
languages, but can also be relevant for other less advanced languages used across the
world.

In Sect. 1.2, we shall express our views about the size of a general corpus; in
Sect. 1.3, we shall focus on the issue of representation of text types in a corpus; in
Sect. 1.4, we shall discuss the importance of determining time span for a corpus; in
Sect. 1.5, we shall address the method of selection of text documents; in Sect. 1.6,
we shall discuss the process of selection of newspapers texts; in Sect. 1.7, we shall
describe the process of selection of books; in Sect. 1.8, we shall address the process
of selection of writers of texts; and in Sect. 1.9, we shall focus on the importance of
selection of target users for a corpus.

1.2 Size of a Corpus

The application of scientific data sampling technique in the act of corpus generation
is a highly useful safeguard in the process of determining beforehand the hierarchical
structure of use of language by the members of that language community. With the
application of this method, we can clearly refer to the different genres and text types
from where we can collect the required amount of data. For example, when we
try to develop a written text corpus, we have to focus on collecting the adequate
amount of samples from all kinds of texts that are produced, printed, published, and
procured by the people in a language. The problem is that in less advanced languages,
the numbers of texts belonging to these categories are not evenly distributed. That
means there is an anti-pyramidical distribution of texts in less advanced languages
where written texts are mostly produced in the traditional manner without much use
of digital technology (Fig. 1.1).
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Fig. 1.1 Texts produced,
printed, published, and
procured by people
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In this situation what is available to us only a few texts produced in printed form
and we have no other option but to use these texts to generate a digital corpus. In most
cases, our attention is focused on the easily accessible texts found in newspapers,
books, journals, magazines, and other forms of printed sources (Cheng 2011). And
most cases, these printed sources can provide us texts relating news events, fictions,
stories, folk tales, legal statutes, scientific writings, social science texts, technical
reports, government circulars, public notices, and so on. These texts are produced for
general reading and reference as well as for other academic activities by the members
of the speech community. The producers of these texts have never visualized in the
line that such texts can have long-term applicational relevance if these were rendered
into electronic version in the form of digital text corpora (Vandelanotte et al. 2014).
This implies that the generation of a text corpus in less advanced languages, where
digital texts are hardly available, is a very hard task. The target can be achieved if only
a well-planned scheme of work is envisaged and implemented with due importance.

On the other hand, we can think of generating a speech corpus in a more simplified
manner with representative samples of spoken texts collected from various speech
events that occur at different times and places in the daily course of life of the speech
communities. Collection of speech data is not a difficult task, but rendering these
data in the form of a speech corpus is, however, a highly complicated task that may
invoke complex processes like transcription and annotation before the speech data
is appropriately marked as a ‘speech corpus.” The process of sampling of speech
data in a speech corpus is a statistical problem where the proper representation of
speech samples has to be determined based on the percentage of use of various types
of speech at different linguistic events by the language users (McEnery et al. 2005).
This issue, however, is not elaborated further in this chapter, as we like to focus more
on the size of a text corpus for less advanced languages.
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The issue of size of a text corpus is mostly related to the number of text sam-
ples included in it. Theoretically, it can be determined based on the following two
parameters:

(1) Number of sentences in each text sample and
(2) Number of words in each sentence.

In actuality, it is the total number of words that eventually determines the size of
a corpus. Word is given more importance because the number of words in a sentence
may vary based on the structure of a sentence. A sentence can have one or two words,
while another sentence can have more than hundred words in it. It is, therefore, better
to consider the word as a counting unit in determining the size of a corpus. There is
nothing objectionable if anybody wants to determine the size of a corpus based on
the number of sentences included in it. In general, a corpus, which includes more
number of words, is considered bigger than a corpus, which includes less number of
words.

Since size is considered an important issue in corpus compilation as well as
in corpus-based language study, we must make a corpus as large as possible with
adequate collection of texts from the language used in normal situations. The general
observation is that a corpus containing 1 million words may be adequate for specific
linguistic studies and investigation (Sinclair 1991: 20), but for a reliable description
of alanguage as a whole, we perhaps need a corpus of at least 10 million words. One
may, however, argue that even a corpus with 10 million words is not enough if the
corpus is unidirectional. In that case, scanty information may be available for most
of the words compiled in the word list. In the new millennium, probably, a corpus of
100 million words is the rule of the game. Given below is a list of some of the most
prominent corpora of some of the most advanced languages of the world (Apresjan
et al. 2006) (Table 1.1). It will clearly show how much data they contain and how
big they are.

Atthe beginning of text corpus generation, the first question that comes to our mind
is its total number of words. How big should a corpus be? The question, however, is
related to the issues of making a text corpus properly representative and adequately
balanced to make it maximally reliable and authentic source of data. It is also related
to the number of ‘tokens’ and the number of ‘types’ included in the corpus. Also, it
calls for the decision of how many text categories are to be kept in the corpus, how
many text samples to be taken from each category, and how many words should be
there in each text sample. All these may be applied faithfully in case of a large corpus
which enjoys certain advantages, but may not be used properly for a small corpus
which is usually deprived of many features of a general large corpus.

At the initial stage, when the work of corpus generation starts, the size of a corpus
can be an important issue, since the process of word collection is a rigorous and
tiresome task, which is usually carried out manually since digital texts materials are
scanty and rarely available. Also, the idea that the corpus developed in this manner
may be within the manageable range of manual analysis. Today, however, we have
large and powerful computers where we can collect, store, manage, process, and
analyze millions of words with high speed and optimum accuracy. Therefore, size is
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Table 1.1 Some prominent and large language corpora of the world

No. |Name Language Word count
1 American National Corpus American English 100 million+
2 Bank of English British English 650 million+
3 British National Corpus British English 500 million+
4 Corpus of Contemporary American | American English 425 million+
English

5 Oxford English Corpus Many Englishes 2.1 billion+
6 Croatian Language Corpus Croatian 100 million+
7 Russian National Corpus Russian 600 million+
8 Slovenian National Corpus Slovenian 621 million+
9 National Corpus of Polish Written Polish 1 billion+

10 German Reference Corpus German 4 billion+

11 Spanish Historical Corpus Spanish 100 million+
12 Spanish Dialect Corpus Spanish 2 billion+

13 Chinese Internet Corpus Chinese 280 million+
14 Chinese Business Corpus Chinese 30 million+
15 Contemporary Written Japanese Japanese 110 million+

not an important issue in the present state of corpus generation (Gries 2016). What we
understand is that although size is not a good guarantee for proper text representation
in a corpus, it is one of those vital safeguards that can shield a corpus from being
skewed and non-representative of a language.

Although size affects validity and reliability, a corpus however big it may be, it is
nothing but a small sample of all the language varieties that are produced by the users
of that language (Kennedy 1998: 66). This signifies that within the frame of quali-
tative analysis of language data, size may become almost irrelevant. In contrast to
the large-scale text corpora produced in English, Spanish, and many other advanced
languages (Table 1.1), the size of the corpora produced in Indian and some South
Asian languages is really small. Even then, the findings elicited from these small
corpora do not vary much from that of the large corpora. For instance, the TDIL
corpus that contains approximately 3 million words for each of the Indian ‘national’
languages, information derived from these corpora do fit, more or less, to the general
linguistic features of the languages. In spite of this, we argue that we should ven-
ture in the direction of generating larger multidimensional corpora for most of the
Indian languages and their regional varieties so that these corpora can be adequately
representative of the languages both in data and formation.
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1.3 Representation of Text Types

The question of size becomes irrelevant in the context of representation of text sam-
ples in a corpus. A corpus may be very large in size, which, however, does not
guarantee that it is properly balanced to represent all possible varieties of use of a
language. A large collection of text samples is not necessarily a corpus until and
unless it does possess the feature of ‘generalization’ of language properties. That
means a corpus can be true ‘representative’ only when the findings retrieved from
its analysis can be generalized to the language as a whole or to a specified part of
it (Leech 1991). Therefore, along with focussing on ‘quantity of data,” we should
equally emphasize on ‘variety of data’ so that the text samples from all possible
domains of language use are proportionately represented within a corpus to make it
maximally representative of the language under consideration.

To achieve proper representativeness, the overall size of a corpus may be set against
the diversity of sources of text samples because within available text categories, the
greater the number of individual samples, the greater is the amount of representation
as well as greater is the reliability of analysis of linguistic variables (Kennedy 1998:
68). This settles the issue of proper representation of text samples within a corpus.

There are some important factors relating to balance and text representation within
a corpus. It is noted that even a corpus of 100 million words can be considered small
in size when it is looked into from the perspective of a total collection of texts from
which a corpus is sampled (Weisser 2015). In fact, differences in the content of a
particular type of text can influence subsequent linguistic analysis since the topic of a
text plays a significant role in drawing inferences. Therefore, for an initial sampling
of texts, it is better to use a broad range of objectively defined documents or text
types as its main organizing principle. As a safeguard, we may use the following
probabilistic approaches for the selection of text samples for a corpus (Summers
1991: 5):

(1) Apply an approach based on academic merit or influence of writers.
(2) Apply a method of random selection of text samples.

(3) Emphasize on currency or extent to which the texts are read.

(4) Use the method of subjective judgment of ‘typicalness’ of texts.

(5) Rely on the availability of texts in archives or other sources.

(6) Consider a demographic sampling of readers based on reading habits.
(7) Make empirical adjustments on texts to meet linguistic specifications.
(8) Justify purposes of investigators at the time of corpus building.

The most sensible and pragmatic approach is the one in which we try to combine
all these criteria in a systematic way and where we can have data from a wide range
of sources and text types with due emphasis on their ‘currency, ‘typicalness,” and
‘influence.’

The method of random text sampling is a powerful safeguard to protect a corpus
from being skewed and non-representative. It is a standard technique widely used
in many areas of natural and social sciences. However, we have to determine the
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Table 1.2 List of text types included in the TDIL Indian language corpus

No Text types Year span No. of words 9o-age
1 Mass media 1981-1990 9,00,000 30
2 Creative writing 1981-1990 4,50,000 15
3 Natural science 1981-1990 3,00,000 10
4 Social science 1981-1990 3,00,000 10
5 Engineering and technology 1981-1990 3,00,000 10
6 Fine arts 1981-1990 1,50,000 5
7 Medical science 1981-1990 1,50,000 5
8 Commerce and industry 1981-1990 1,50,000 5
9 Legal and administration 1981-1990 1,50,000 5
10 Others 1981-1990 1,50,000 5
Total 30,00,000 100

kind of language we want to study before we define the sampling procedures for it
(Biber 1993). A suitable way to do this is to use bibliographical indexes available
in a language. This is exactly what we have done for the Indian language corpora
developed in the TDIL project. With marginal deviation from the method adopted
for the Brown Corpus, we have used some (not all) major books and periodicals
published in a particular area and specific year to include in the corpus (Table 1.2).

The number of words collected in the TDIL corpus is relatively small in compari-
son with the collection of words stored in the British National Corpus, the American
National Corpus, the Bank of English, and others. However, we are in a strong posi-
tion to claim that these text samples are well represented since the documents that
are taken for inclusion are collected from all domains we found in printed form. The
frequency of published documents used for the purpose of corpus development is
presented in Table 1.2 to show that the majority of Indian people usually read news-
papers and magazines more often than published materials belonging to different
subject areas and disciplines (Dash 2001).

1.4 Determination of Time Span

A living language has a unique quality to change with time. Therefore, determination
of a particular time span becomes essential at the time of text corpus generation. Once
a time span is fixed, corpus users know that the language of a particular time period
is represented in the corpus. It has another advantage for the corpus users who are
interested to study the change of language across time. They chronologically arrange
several synchronic corpora of particular text types to develop a diachronic corpus.
For instance, consider that we have a few synchronic corpora of Indian languages,
each one of which represents a decade of the twentieth century. By arranging all
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these synchronic corpora in simple chronological order, we can produce a diachronic
corpus of the twentieth century to track the language used through the century.
Thus, a diachronic corpus becomes a valuable resource to study the chronological
development and changes of the linguistic features over time.

For the purpose of generating the TDIL corpus, we selected a time period, which
spanned from the year 1981 to 1990. This indicates that the text samples are collected
from books, magazines, newspapers, reports, and other documents, which are printed
and published within this time span. People may, however, raise a question regarding
the relevance of selection of this particular time span. They can ask if this time span
shows any special feature of the language that is not found in the language of other
periods. The answer lies in technical reasons, common sense, and general knowledge
rather than in linguistics. When we started the work of corpus generation in 1991, we
faced severe difficulty in the act of collecting printed text materials published nearly
20 or 30 years ago. Although some books and journals were available, other printed
text materials, particularly newspapers, government circulars, public reports, legal
texts, little magazines, etc., were not readily available. Therefore, to overcome the
difficulties of procuring old text materials as well as to make the project successful,
we decided to divert our attention toward the text materials which were published in
the previous decade. This solved some of the bottlenecks of the TDIL project.

Even then, contrary to our expectations, numerous unprecedented problems
cropped up once we started the actual task of text collection. Collection of books
published within 1981-1990 was not much tough. We were able to collect these mate-
rials from libraries of schools, colleges, and universities, as well as from personal
collections. We tasted similar success in case of journal papers, which we mostly
collected from personal collections and institutional libraries.

The task of collecting newspapers, magazines, and periodicals published 10 years
ago was almost an impossible mission. No newspaper house cooperated with us.
While some houses were skeptical about the relevance of the project, others asked
very high price for old papers and documents. On the other hand, central, state, and
public libraries were not willing to give newspapers for data collection. As a result,
the task of collecting newspapers, magazines, and periodicals was hampered to a
great extent, which affected the overall balance and composition of the TDIL corpus
(Dash 2007).

The text materials that we collected from the personal collection were a good
safeguard in the whole enterprise. However, we also faced some problems there
and these were tackled with careful manipulation of text documents. For instance,
there was no consistency of text types in case of personal collection as this kind of
collection is usually controlled by an individual’s preference, occupation, choice, and
other personal factors. What we noted is that if we found a copy of a newspaper of a
particular year (say, 1982), we invariably failed to procure a copy of that particular
newspaper of the previous (i.e., 1981) or the next year (i.e., 1983). Most often, the
solution to this problem was found in the collection of scrap paper collectors who
had supplied many newspapers and magazines which were not found in the personal
collection.
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There was another crucial problem with regard to the selection of time span in
case of text document collection, particularly for printed books. It was found that
there were a large number of books, which were first published before the scheduled
time span, and again were reprinted within the selected time span. The question
was whether we should collect texts from these books as the first publication date
of these books was much before the time span selected for the project. We had to
decide carefully if such text materials could be fit to be considered for inclusion in
the TDIL corpus.

The final decision, however, was laid with the corpus designers. Since we found
that most of the texts were quite relevant in the then state of the language, we included
them in the list. This kind of challenge can be entertained in case of synchronic corpus
where texts are meant to be obtained from a specific time span to analyze time-
stamped features of a language. In case of the diachronic corpus, such restriction
does not hold any relevance as a diachronic corpus, by virtue of its nature and
composition, and is entitled to include all types of text obtained from text materials
published across several years.

1.5 Selection of Text Documents

Selection of text documents and collection of data from these text documents are
two complex methods that require careful analysis and implementation by corpus
designers. For ease and accuracy in data sampling, there are some well-known sta-
tistical methods which may be used (Barnbrook 1998). The first thing, however, is
to identify the types of books and journals from where texts can be procured for the
corpus.

In case of a general corpus, this is less troublesome since a general corpus can
take data from all kinds of text documents. Here, the emphasis is given more on the
amount of text data than on the types of the text sample. Following a simple method
of text representation, samples from all text types may be included here without much
consideration of the types of text. On the other hand, if a corpus is a ‘special corpus,’
then we have to be much careful in the selection of text types; else, the corpus will
fail to highlight the special feature of a language for which it is made. Since the
TDIL corpus is a general multidisciplinary monolingual general corpus, there is less
trouble in the selection of documents for data collection. Therefore, anything printed
and published within the scheduled time period is worth selection for retrieving the
fixed amount of text data for the corpus.

The general argument of the corpus designers in this context was that each year
should have an equal amount of text representation. That means no year would have
a larger amount of data than its preceding or succeeding year. This would help us
in maintaining the overall balance of the TDIL corpus. The statistics that have been
given below (Table 1.3) provide a general idea of how the total number of words was
collected from various text documents spreading over the years.
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Table 1.3 Year-wise division of words collected in the TDIL corpus

Year Words from Words from Words from Words from Total words
books newspapers magazines other sources
1981 2.00 0.70 0.20 0.10 3.00
1982 2.00 0.70 0.20 0.10 3.00
1983 2.00 0.70 0.20 0.10 3.00
1984 2.00 0.70 0.20 0.10 3.00
1985 2.00 0.70 0.20 0.10 3.00
1986 2.00 0.70 0.20 0.10 3.00
1987 2.00 0.70 0.20 0.10 3.00
1988 2.00 0.70 0.20 0.10 3.00
1989 2.00 0.70 0.20 0.10 3.00
1990 2.00 0.70 0.20 0.10 3.00
Total 20.00 7.00 2.00 1.00 30.00

The table, however, hides some complexities relating to data collection that would
arise from the subject-based selection of textbooks, year-based selection of newspa-
pers, and title-based selection of magazines and periodicals.

1.6 Selection of Newspapers

If the amount of data proposed in Table 1.3 is to be collected for developing a corpus,
it implies that only 70 thousand words are to be taken from a particular year taking all
the newspapers published in that year into consideration of equal representation. In
reality, this is a quicksand that can put a corpus designer into trouble as the following
calculation shows. Let us begin with one newspaper only.

No. of pages of a newspaper 8

No. of words in each page 5000 in average (incl. advertisements)
No. of words in a newspaper in a single day 40,000 (5000 x 8 = 40,000)

Total no. of copies of a newspaper in a year 365

Total no. of words in a newspaper in a year 14,600,000 (40,000 x 365)

This shows that in a single year the total number of words available from a single
newspaper having 8 pages is 14,600,000 (tentative). Now, if a language has five
newspapers, the total number of words in a year is around 73,000,000 (14,600,000 x
5) out of which we have to take only 70 thousand words. This is not an easy game
for a corpus designer. The terror of statistics can tell upon their nerves, no doubt!

There exist some easy solutions to this problem, however. The selection of a
single daily copy to represent the whole year is one of them. Even then, there are
some challenges. Since the total number of words (40,000 x 5 = 200,000) in five
newspapers for a single day exceeds the total amount of words to be included in the
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Table 1.4 Words collected from newspapers in a year for the TDIL corpus

Newspapers Year Month Copy | Words
Newspaper 1 1990 January, February, March 1 15,000
Newspaper 2 1900 April, May, June 1 15,000
Newspaper 3 1990 July, August, September 1 15,000
Newspaper 4 1990 October, November, December 1 15,000
Others 1990 January to December 1 10,000
Total 5 70,000

corpus, we have to be highly selective in the choice of texts included in newspapers.
It is rational to collect a limited number of words from each newspaper to achieve the
target of 70 thousand words allotted for each year. The data given below (Table 1.4)
presents an impression about how we have been able to collect data from newspapers
for the TDIL corpus.

One can argue that the sampling method is not error-free since such a tiny amount
of data cannot represent the uniqueness of a language use reflected in the newspapers.
This is true. We also admit that we require much larger collection of text samples to
understand the patterns of language use in the newspapers. However, since there was
a constraint in the collection of text samples from newspapers, the proposed method
proved to be the most useful strategy. In spite of many limitations, this method made
two important contributions.

(a) It provided an insight to look into the problems of corpus development from a
real perspective than we thought before.

(b) The gap existing between our need and actual availability of text samples pro-
vided important direction for building a corpus of newspaper texts in a more
representative manner.

The selection of text samples from periodicals, journals, magazines, pamphlets,
manifestos, etc., was decided by the year of publication as well as by requirement
of data. Special care was taken for the language of advertisements published in
newspapers, magazines, and other printed materials. Because of the uniqueness of
the language, each advertisement was taken in full details and was stored in a separate
text database.

1.7 Selection of Books

The selection of books published within the prescribed time period was an easier
task than the troubles we had to face in the selection of texts from newspapers.
Necessary help and guidance were available from the book lists published during
this period which provided appropriate information about the list of published books
in various subject areas and disciplines in different years. Although book lists were
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available, the actual availability of books mostly depended on the support and supply
of personal collections and public libraries. The personal collection was much useful
in supplying books relating to music, animal husbandry, dance, cooking, knitting,
sewing, beautification, and similar other subject areas besides imaginative texts like
fictions, stories, and travelogues. The school and college libraries were good sources
for supplying textbooks on various subjects of social and natural sciences, commerce,
and other areas. The books on engineering, medical science, law, and legal activities
were mostly collected from the students who were studying these subjects at the
graduate and higher levels. Moreover, personal collections of books of some experts
relating to specific subjects and disciplines also contributed to the task of textbooks
collection.

A simple count could show that the total number of books published within a
decade in a language like Bangla, Hindi, or Tamil is quite enormous. It is in the order
of hundred thousand titles. Even if we could keep aside the books that were published
as informative text (e.g., social science, natural science, commerce, engineering,
medical science, legal texts), the number of books that were published as imaginative
text (e.g., novels, fictions, stories, humors, plays, travelogues) is too large to be
included in a corpus meant to contain limited number of words. That means the
selection of only a few books from a huge collection is a herculean task, which
needed sensible manipulation of the whole resources.

There was not much scope for the corpus designers in the act of selecting books
relating to disciplines like agriculture, art and craft, social science, natural science,
medicine, engineering, technology, commerce, banking, and others. Whatever books
found within the range of selected disciplines and published within scheduled time
period, were considered suitable for inclusion in the corpus. In certain contexts,
however, some subject-specific textbooks, which were prescribed in various school
and college syllabuses, were considered suitable for the corpus.

A similar method had been followed for books of history, geography, philosophy,
political science, life science, physical science, commerce, culture, heritage, etc. In
most cases, the method was faithful in maintaining a balance across all text types as
well as in achieving the desired amount of text data for required text representation.
It was noted that if this method was followed, each chapter of the books dealing
with different topics marked with specific words, lexemes, terms, jargon, epithets,
phrases, proverbs, idiomatic expressions, and other linguistic properties was best
reflected in the corpus. The entire process of collection of text data from books may
be understood from the following graphic representation (Fig. 1.2).

The application of various statistical strategies, scientific methods, and practical
considerations helped the corpus designers to maintain balance, multidirectionail-
ity, and representativeness—three properties considered indispensable for the TDIL
corpus which was supposed to be monolingual, comparable, general, representative,
and multifunctional for the Indian languages.
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Fig. 1.2 Representation of
book texts in the TDIL Selected Books
corpus
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1.8 Selection of Writers

The selection of appropriate writers was another important issue, which arrested
careful attention on the part of the corpus designers. Generally, the type of corpus
we intended to develop controlled the issue of selection of text writers. That means,
for instance, if we aim at focusing on the language used by woman writers, then
only the texts composed by women writers are to be included in the corpus. The
same approach is relevant for other corpora that are developed to represent language
used in specific domains (e.g., language used by children, language in medical texts,
language in legal texts, language in adult jokes). This implies that the selection of
writers is a vital issue, avoidance of which may make a corpus one-sided and skewed
in representation of a language (Biber 1993).

The debate that often put us in a dilemma was that whose texts should be there in the
TDIL corpus? Should it contain the texts that are produced by highly acclaimed and
well-known writers? Or should it contain texts produced by multitudes of less known
writers? Scholars like Sinclair (1991: 37) argue that texts composed by renowned
authors should hold the major share of a general corpus, since these writers, due to
their popularity, larger readership, and wide acceptance, often control the pattern of
use of language. Moreover, their writings are considered to be of high standard and
as good representative examples of the ‘right use’ of a language.

On the other hand, people like us, who do not agree with this kind of approach,
like to argue that the basic purpose of a general corpus is not to highlight what is
acceptable, good, or right in a language, but to represent how a language is actually
used by multitudes of common language users. Therefore, irrespective of any crite-
rion of acceptance, popularity, goodness, etc., we argue that a general corpus should



14 1 Issues in Text Corpus Generation

include texts composed by all types of writers coming from all walks of life. Leech,
a staunch supporter of this approach, argues that samples taken from a few great
writers only cannot probably determine the overall general standard of a language.
Therefore, we should pay attention to the texts that are produced by most of the ordi-
nary writers, because they are not only larger in number but also more representative
of the language at large (Leech 1991). We subscribed this argument and adopted a
real ‘democratic approach’ in the selection of writers for the TDIL corpus.

1.9 Selection of Target Users

Finally, the question of target users has to be solved before the process of corpus
generation starts. In many cases, predetermination of the target users can settle many
of the confusions with regard to content and composition of a text corpus. In our
opinion, it is necessary to identify target users due to the following reasons:

(a) The use of a corpus is not confined within natural language processing only. It
has application relevance in many other fields of linguistics also.

(b) People working in different fields of human knowledge require different kinds
of corpus for their specific research and application.

(c) Predetermination of target users often dissolves many issues relating to theme,
content, and composition of a corpus.

(d) Target users are often relieved from the lengthy process of selection of appro-
priate corpus from a digital corpus archive for their works.

The form and content of a corpus may vary based on the type of corpus users.
In essence, the event of corpus generation logically entails the question of possible
use in various research activities and applications. Each research and application is
unique of its kind that requires specific empirical data for investigation and analysis.
For instance, in language teaching, a language teacher requires a learner corpus than
a general corpus to suffice his/her needs. Similarly, a person working on language
variation across geographical regions needs a dialect corpus than a general corpus
to substantiate his research and investigation. A lexicographer and a terminologist
require both a general corpus and a diachronic corpus. A speech researcher requires
speech corpus. That means application-specific requirements cannot be addressed
by data stored in a general corpus. Hence, the question of selection of target users
becomes pertinent.

Although prior identification of target users is a prerequisite in corpus generation,
it does not mean that there is no overlap among the target users with regard to
utilization of a corpus. In fact, past experience shows that multifunctionality is a
valuable feature of a corpus due to which it attracts multitudes of users from various
fields. Nobody imagined that the Brown Corpus and the Lancaster-Oslo-Bergen
(LOB) Corpus, which were developed in 1961 to study the state of English used
in the USA and in the UK, respectively, would ever be utilized as highly valuable
resources in many other domains of language research including English Language
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Teaching (Hunston 2002) and culture studies. This establishes the fact that a corpus
designed for a group of specific users may equally be useful for others. Thus, a
diachronic corpus, although best suited for dictionary makers, might be equally useful
for semanticists, historians, grammarians, and for people working in various branches
of social science. Similarly, a corpus of media language is rich and diverse enough
to cater the needs of media specialists, social scientists, historians, sociolinguists as
well as language technologists.

1.10 Conclusion

At the time of generation of the TDIL corpus, the general assumption was that the
proposed corpus of the Indian languages would be used in various works by one
and all in linguistics and other domains. Since it is a general corpus, the number
and types of users should be boundless. The main application of the corpus was
visualized in the works of natural language processing and language technology. For
some, it was supposed to be used in all kinds of mainstream linguistic studies (Dash
and Chaudhuri 2003). In course of time, it has established its functional relevance
in dictionary making, terminology database compilation, sociolinguistics, historical
studies, language education, syntax analysis, lexicology, semantics, grammar writ-
ing, media text analysis, spelling studies, and other domains. As a result, over last
two decades, people from all walks of life have been interested in the TDIL corpus
which contains varieties of texts both in content and texture (Dash 2003).

In this present chapter, we have tried to discuss those issues which generally
crop up when one tries to develop a text corpus from printed text materials for the
less resourced languages. It may happen that some of the issues discussed here are
also relevant for the resource-rich languages while other issues are not relevant at
all. The importance of this chapter may be realized when information furnished in it
becomes useful for the new generation of corpus developers who may adopt different
methods and approaches based on the nature of text, nature of text source, and nature
utilization of corpus data in linguistics and other domains.
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Chapter 2 ®)
Process of Text Corpus Generation oo

Abstract In this chapter, we shall argue and try to explain our claims that a text lan-
guage corpus, which is being developed for representing a natural language, should
be large in the amount of data, multidimensional in text composition, and maximally
representative to record all kinds of text varieties found in the language. If we can
follow this method, a corpus will be able to overcome the pitfalls of skewedness in
text representation and imbalance in text content. The achievement of these proper-
ties requires proper treatment of text on the part of the corpus designers as long as the
task of data collection and storage continues. In essence, the process of text corpus
generation involves various issues like methods of text data selection, hardware to
be used in corpus generation, methods adopted for text entry for digitization, nature
of corpus generation, the process of corpus data management, and others. We shall
discuss some of these issues in some details in this chapter keeping the TDIL Indian
language corpus into our purview.

Keywords Method of text selection - Technical requirements + Hardware
Software * Tools - Methods of word entry - Electronic source - Internet
Optical character recognition (OCR) system + Manual data entry + Corpus
generation + Corpus management - Copyright

2.1 Introduction

It is already argued (Chap. 1) that a language corpus should be very large in data,
multidimensional in composition, and representative in content to overcome the pit-
falls of skewedness and imbalance (Barnbrook 1998). Besides, the goal for all-round
representation of infinite potential varieties available within a language requires a
corpus to be large and widely representative. This is an essential observation relevant
to not just corpus linguistics only but to any form of scientific investigation, which
relies on analysis of empirical language data (Sasaki 2003).

In a sequential order, after due consideration of various issues involved in text
corpus generation, the real task of language data collection starts. This part also
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involves various other issues that require proper treatment on the part of the corpus
designers as long as the task of data collection, storage, and distribution of data
continues. In general, it involves issues like the method of text selection, hardware
requirements, methods of text entry, electronic source, manual data entry, corpus
generation, corpus management, copyright. We shall also discuss these issues with
reference to the TDIL Indian language corpus.

In Sect. 2.2, we shall discuss the methods of text selection for a corpus; in Sect. 2.3,
we shall address the technical requirements for corpus generation; in Sect. 2.4, we
shall describe different methods of word entered into a corpus; in Sect. 2.5, we shall
highlight the process of actual text corpus generation; in Sect. 2.6, we shall address
the issues and challenges involved in corpus data management; in Sect. 2.7, we shall
try to know what kind of language data and linguistic information a corpus can
supply to us; and in Sect. 2.8, we shall refer to some of the major issues relating to
the problems of copyright of texts in corpus data in general.

2.2 Method of Text Selection

There are some formality indices for the selection of samples from various text
categories to be included in a written text corpus (Sigley 1997). For developing
the TDIL corpus for Indian languages, however, we have depended on the texts of
regularly used Indian languages based on relative frequency of readership of various
printed texts by common Indian population. From a pilot sample survey conducted
for this purpose, we have found that the common Indian people within the range of
30-60 years of age usually read printed texts in the following order (Table 2.1).
Table 2.1 gave us an interesting insight into the reading habit of the Indian popu-
lation in general. It showed that the Indian people most often tend to read newspapers

Table 2.1 Distribution of text-based readership of the Indian population

No. | Text categories Percentage (%)
1 Newspapers published in vernaculars 40
2 Newspapers published in English 05
3 Books and papers on arts and humanities 10
4 Books and journals on social sciences 10
5 Books and journals on natural sciences 07
6 Books and journals on medical sciences 05
7 Books and journals on engineering and technology 04
9 Books and journals on business and commerce 10
10 Books and journals on legal and administration 03
11 Other texts (periodicals, magazines, manifestos, etc.) 06
Total 100
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Table 2.2 Amount and No. | Text categories Words Percentage (%)
percentage of text from each
text category in the TDIL 1 Creative writing texts 300,000 10
corpus 2 Fine arts texts 300,000 10
3 Social science texts 300,000 10
4 Natural science texts 300,000 10
5 Medical science texts 300,000 10
6 Technology and 300,000 10
engineering texts
7 Mass media texts 300,000 10
8 Commerce and 300,000 10
industry texts
9 Legal and 300,000 10
administration texts
10 Other texts 300,000 10
Total 3,000,000 | 100

published in vernaculars than any other printed text materials. In fact, a great majority
of Indian population read only newspaper texts and nothing else, while many others
read only the ‘transient texts’ found in periodicals and magazines. Many people, if
they are not professionals or engaged in some sort of academics, do not read scientific,
technical, medical, and administrative texts. The table also showed that the percent-
age of people reading books and newspapers belonging to arts and humanities, social
sciences, and business and commerce are of the same range, while the percentage of
people belonging to the readership of other kinds of text is very low. What was most
important for us was that people liked to read newspaper texts the most followed
by imaginative texts like fictions and novels. They had shown least preference for
the books and other texts materials of social sciences, general knowledge, natural
sciences, business and commerce, and translation.

The opinions of students studying in schools and colleges are not taken into
consideration since the members of this group usually read those books and texts,
which are prescribed to them to read. In most cases, reading habit of this group of
people is normally controlled not by their personal choice but by a motivation of
passing examinations successfully. Therefore, any consideration of reading habit of
this group would have definitely affected the result of the survey. Moreover, since
the basic aim of the survey was to know about the kinds of printed materials the
common people usually include in their reading habits, the result of reading habits
of the students was not of much relevance here.

The results of this survey helped the corpus designers to classify all available
printed text materials, according to the nature of texts, into nine major text categories
with a goal for collecting a fixed number of words from each category for the TDIL
corpus (Table 2.2).

Each text category is further divided into several subcategories according to the
type of the text included in it, in the following manner (Table 2.3).
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Table 2.3 Text categories and their subcategories in the TDIL corpus

Broad categories

Subcategories

Creative writing

Fictions, novels, short stories, essays, travelogues, and others

Fine arts

Painting, drawings, music, films, sculpture, and others

Social science

History, political science, sociology, linguistics, etc.

Natural science

Physics, chemistry, biology, zoology, botany, etc.

Medical science

Allopath, homeopathy, ayurveda, naturopathy, etc.

Technology and engineering

Computer, electronics, mechanical engineering, etc.

Mass media

Newspaper, advertisement, magazines, etc.

Commerce and industry

Banking, finance, housing, management, etc.

Legal and administration

Legal notices, public circulars, government orders,

Others

Translation, manifesto, placards, festoons, etc.

In this context, it should be mentioned that text samples from poetry, verse, songs,
rhymes, riddles, ballads, and limericks and other poetic sources were not included
in the TDIL written corpus of prose texts. The reasons behind keeping these text
samples separate from the prose texts are as follows (Dash 2006).

(a) The structure and treatment of language used in poetic texts are different from
the language used in prose texts (e.g., scientific texts, newspaper texts).

The texts used in poetry vary from that of prose not only in lexical choice and
word use but also in word formation, sentence formation, lexical collocation,
use of multiword units, etc.

Quite often, the texts taken from poetry show that the terminal verb is used
either at the beginning or at the middle of a sentence. This is a quite irregular
pattern of use of the verb in most of the poetic texts in the Indic languages.

In case of a language like Bangla, both sadhu (i.e., chaste) and calit (i.e., collo-
quial) forms of words are quite randomly intermixed in poetic texts. This kind
of use of words is hardly noted in case of prose texts.

In case of poetic texts, it is also noted that sometimes the original structures
of words are changed to maintain metrical balance in rhymes, which has never
happened in case of prose texts.

(b)

(c)

(d)

(e)

These and many other characteristic features of the language of poetry have moti-
vated the corpus designers to keep texts of poetry away from the corpus of prose texts.
This is a common phenomenon in all the languages of the world. In fact, the presence
of certain unique linguistic phenomena in poetic texts inspires us to argue for gener-
ating ‘poetry corpus’ as a separate type of corpus. A poetry corpus can be analyzed
separately to understand its own unique linguistic forms and features (Coleman and
Kay 2002). We also argue that we should seriously try to develop both synchronic
and diachronic corpora of poetic texts so that these can be used with prose text cor-
pora (as comparable corpora) to mark out the notable traits of differences between
the prose text and poetic text used in a language across centuries.



2.3 Technical Requirements 21

2.3 Technical Requirements

The creation of a text corpus in the Indian languages requires a special kind of
technical support with innovative software and system. For this task, the corpus
designers require some unique devices and tools to deal with Indian scripts and their
complexities because most of the Indian languages scripts (barring a few national
languages) are not yet Unicode compatible and Internet-friendly. As a result of this,
texts of these languages are not available in digital form (Dash 2003). At the early
years of corpus development in the Indian languages, the corpus developers used the
following technical devices for their purposes:

(a) Several personal computers with good storage capacity,

(b) Transcript Card based on Graphics and Intelligence-based Script Technology
(GIST),

(c) An ISCII to ASCII converter,

(d) A software called Script Processor (SP),

(e) Several display monitors,

(f) Conventional computer keyboards tagged with Indian scripts,

(g) Multilingual printers,

(h) Floppy diskettes.

In 1985, the Indian Institute of Technology Kanpur developed a multilingual com-
puter terminal technology, which was later modified at the Centre for Development of
Advanced Computing (C-DAC), Pune, resulting in the development of the Graphics
and Intelligence-based Script Technology (GIST) terminals for the Indian language
scripts. These tools and technology were used for displaying the scripts of various
Indian languages on the computer screen based on the information entered through
standard English keyboard. The interface carried an overlay of characters used in
respective Indian scripts for display and ease in data entry. Based on these technol-
ogy developments, the codes for various keys were accessed for the Indian scripts
and their layouts had been standardized by the Bureau of Indian Standards (BIS),
Government of India (Murthy and Despande 1998: 7). Thus, the text corpora in the
Indian languages were developed in those days with the help of a Transcript Card
installed within a personal computer.

The technology incorporated within the Transcript Card was capable to display
and print the texts in the Indian scripts as and when required by the corpus designers.
The Transcript Card is a hardware add-on card that has been used to update the IBM
PC/XT/AT compatible for graphical interactions in all major Indian scripts, besides
English. With the installation of the Transcript Card inside a personal computer, the
corpus designers could use almost the entire range of standardized English inter-
preters, text compilers, and text-oriented application packages. With this interface,
the corpus designers were also able to input, retrieve, and print texts in any of the
Indian language scripts they required. Moreover, following the American Standard
Code for Information Interchange (ASCII), the Transcript Card was used to design
the Indian Standard Code for Information Interchange (ISCII) which was later rec-
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ommended and adopted by the Bureau of Indian Standards (BIS), Government of
India (ISI Code No. IS 13194: 1991).

The Script Processing software built into the Transcript Card provided useful
technical support for processing texts in all the Indian scripts in a uniform manner.
Moreover, it provided a simple user interface as well as facilitated a possibility for
combining both the Indian and the Roman (English) scripts within a single text
document. The existing standard keyboards of the IBM compatible at PCs/XTs/AT's
were used with Transcript Card after putting labels for letters used in the Indian
scripts on the top of the keys assigned to English letters.

The interface provided the two display facilities on the monitor of a computer:
One was displayed in the conventional English character mode, and the other was
displayed in Indian multilingual mode. It used 8-bit ISCII code, which also contained
a 7-bit ASCII code in its lower half for display. The upper 128 character positions in
the keyboard were used for the characters used in each Indian script, while the lower
128 character positions are used for the English (Roman) script. Thus, the Transcript
Card had enabled the corpus designers to store language texts written in the Indian
scripts in computer and use these data in various works according to their needs.

Although the achievement was considered as one of the important milestones
in the field of language technology in the Indian context, the Transcript Card had
exhibited some of its limitations, which created problems both in text data input and
text processing. Therefore, it was essential to identify the unique features as well
as limitations of the software that may help the system developers to enhance its
functional efficiency, operational robustness, and application potentials (Dash 2005:
151). However, due to recurrent use of the software on a large scale across the country
over a decade, some modifications were possible to incorporate in the new version
of the interface. As a result, those who started working with the new version of the
software did not face much trouble with it.

Thanks to the development of script technology within last few years, the prose
texts in many of the Indian language scripts are now available on the Internet. At
present, if anyone is interested in developing a text corpus in any of the Indian
languages, it will not be an uphill task for him. However, one has to verify in which
format the texts are available on the Internet. The present state of availability of texts
in the Indian language scripts is in two formats:

(a) Texts available in .pdf format and
(b) Texts available in the Unicode format.

Majority of texts in the Indian scripts are available in .pdf format. This is because,
for most of the Indian language scripts, particularly of those languages which are
not included in the 8th Schedule of the Constitution of India, there is no Unicode.
Therefore, the preparation of texts in digital form in these languages is a real tough
task. What people usually do in these situations is that they type texts in a character
layout developed arbitrarily, convert these texts into .pdf files, and put these on the
Internet. The development of a digital corpus with texts from these materials is
nearly impossible as the conversion of .pdf files into Rich Text Format (RTF) or .doc
files generates nothing but pure garbage data which is useless in any research and
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development works. Until good script technology and Unicode are developed for
these languages, the development of language corpus, digital resource, and language
technology for these languages will remain an elusive dream.

The other kinds of texts that are available on the Internet are in Unicode format.
These are mostly from those languages which are included in the Constitution of
India and which have already established their linguistic majority in the country.
Languages like Hindi, Bangla, Punjabi, Marathi, Urdu, Tamil, Telugu, Malayalam,
Kannada, Odia, Assamese, Kashmiri, Gujarati, Konkani, and others have made their
existence visible in the Internet (although in limited scale) with varied amount of
text data in Unicode as well as in .pdf versions. Collection of text data from these
languages from the Internet is comparatively simplified, in the sense that if someone
tries, he or she will not end up with empty hand, rather he or she will be able to collect
at least some amount of text data in Unicode version, even though it is known to all of
us that all the major Indian languages, from digital perspective, are yet considered as
‘resource-poor’ languages when these are compared with English, French, Chinese,
German, Spanish, and Japanese which are considered as ‘resource-rich’ languages
(Fig. 2.1).

We need to have a new set of technological devices if we are interested to collect
text data from these languages from the Internet and other digital sources. We have
envisaged this because the methodology and the technology that we adopted and
used for the generation TDIL text corpus nearly 30 years ago are no more usable
now. There have been several changes over the years in the form of technology and
insights into the act of text corpus generation and processing due to which any present
act of corpus collection must keep in mind the nature of paradigm shift reflected in
the following orders (Table 2.4).
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Table 2.4 Nature of paradigm shift in corpus generation in India

No. |During 1991 At present (2018)

1 Availability of printed texts Availability of printed texts

2 Non-availability of digital text Availability of digital texts

3 No Unicode-compatible Indian scripts Unicode-compatible Indian scripts

3 ISCII (ISCII)-based Indian texts Unicode-based Indian texts

4 No homepage/Web sites with Indian Many homepage/Web sites with Indian
language text materials language text materials

5 GIST Technology HTML Technology

6 Less diversity in subject materials The wide diversity in subject materials
No language data collection tool or Many language data collection tool or
technology technology

8 No NLP tools and technology Many NLP tools and technology

9 Zero public awareness Much public awareness

10 | No experience in corpus generation Long experience in corpus generation

11 No trained NLP scientists A good number of trained NLP scientists

12 | No vision about the application of language | Clear vision about the application of
data language data

13 | Marginal or sparse government or private | Marginal or sparse government or private

support

support

Now, the situation is that if someone wants to develop a corpus both from printed
and digital sources in any of the Indian languages that have a digital presence on the
Internet, one may require the following tools and devices:

(a)
(b)
(©)
(d)
(e)
()
(@
(h)

Language data access devices,
Language data collection devices,
Language data storage devices,
Language data management devices,
Language data processing devices,
Language data analysis devices,
Language data distribution devices,
Language data utilization devices.

For all these activities, we require appropriate hardware devices (e.g., computers,
desktops, laptops, printer, scanner, CDs, pen drives, external hard disks) as well as
appropriate software (e.g., NLP toolkits, SPSS, Text Processing Tools). Moreover, we
need a large team of trained linguistics (more specifically, computational linguists)
who have good command both in linguistics and computation.
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2.4 Methods of Word Entry

It is clear that the technique that we can use for text collection from a less resourced
language will vary from the techniques that we use for richly resourced language.
Similarly, the processes that can be used for text data collection may vary from that
of a speech data collection, since each corpus type is characteristically different from
the other. Moreover, due to basic differences underlying between two text types, a
collection of words will also vary in two different ways. While samples of speech
data may be acquired from the speech of the informants directly with an aid of tape
recorder and similar such electronic data recording devices (Sinclair 1991: 14-15),
samples of written text data can be collected from printed and digital text documents
and materials (Kennedy 1998: 78-80) following the five methods classified below:

(1) Data from electronic sources,

(2) Data from World Wide Web(WWW),
(3) Data from emails and tweets,

(4) Data from machine reading of texts, and
(5) Data from manual text entry.

2.4.1 Data from Electronic Sources

It is possible to gather text samples from various types of electronic sources to
generate a text corpus. That means it possible to include texts produced and published
by newspapers, magazines, books, periodicals, journals, etc., if these texts materials
are made available in digital version. At present, several Indian languages have
made these materials available on the Internet either in HTML text format or in
.pdf version. People can collect a large amount of data from these digital sources to
develop a good-quality text corpus based on their requirement within a short span
of time. They, however, need a good .pdf converter so that all the .pdf text materials
are rendered into a .doc version for further processing, analysis, and application.

In case of Unicode supported languages, a major amount of data of the British
National Corpus, the American National Corpus, the International Corpus of
English, etc., have been collected by way of gathering data from electronic sources.
Following the same method, corpora in many other less resourced languages are
generated, which are large in a number of words, diverse in text types, and useful
for object-oriented and general research and applications. However, this method is
not fully applicable for many of the Indian languages, since there are very limited
amounts of text materials available in electronic form. The scenario, however, is
changing rapidly, and we expect that within next few years most of the Indian lan-
guages will have a large amount of texts in electronic form. At present, whatever
text materials available in electronic form can be collected to compile a corpus of
various types and applications.
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2.4.2 Data from WWW

For advanced languages, an enormous amount of text data is available in a digital
version from various Web pages, Web sites, home pages, etc. A modern corpus
developer can easily collect these text materials by using a good and customized
crawler system to gather data for corpus generation. In fact, it has been reported
in many research works how the researchers have collected text data for English,
German, French, Chinese, Japanese, and Spanish from various Web sources by using
a crawler. Moreover, they are using these data as a corpus for language technology
works.

For less resourced languages, as it happens for most of the Indian languages,
this may not be a useful process as the amount of data in WWW sources of these
languages is not large and varied. Moreover, the crawling tools and devices that
work wonders for many of the advanced languages are not so effective for most of
the Indian languages (Dash and Arulmozi 2017: 126). Therefore, a collection of text
data from these sources for the Indian languages is a challenging task that can be
achieved only when a large amount of text data are made available in the cyber world
and scientists develop good crawling devices for the Indian languages for collecting
data from these sites.

2.4.3 Data from Email and Tweets

Countless text materials in the Indian languages are available from digital gateways
like emails, tweets, blogs, and similar other sources. Although texts produced in
these digital mediums are not of the same nature and kind as we find them in serious
academic and scientific materials, one can still like to use these text materials to
generate a corpus of a different type in Indian languages. In fact, it is possible to
generate a large multidimensional corpus of various text types within a short period
of time using a limited amount of resources and manpower if one collects data from
these sources. Although this is not a powerful method for text corpus generation, it
has been of much use for many of the advanced languages and can be equally useful
for many Indian languages. Today, there are good facilities by which we can send
emails and Web mails or tweet in many Indian language scripts. The software giants
have made path-breaking success in this area for us, and we can use the technology
to serve our goals for corpus generation in the Indian languages.

2.4.4 Data from Machine Reading of Texts

Automatic machine reading for printed texts and their subsequent conversion into
electronic text with the help of an optical character recognition (OCR) system is a
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useful method for text corpus generation. The materialization of this process, how-
ever, requires a system by which we can convert printed pages into machine-readable
images which can be converted into electronic texts by the OCR software. For the
advanced languages, at the early stage, an OCR was a regular method of corpus gen-
eration. At present, they do not require it much because the amount of text data is so
vast and varied on the Internet that they hardly require an OCR system for generating
a text corpus. They use this software only for converting old printed and handwritten
texts into a digital version.

For the Indic languages, it is possible that by applying an OCR technology a large
number of printed materials can quickly be converted into electronic form. In that
case, we need a robust OCR technology that can effectively serve our purposes. The
reality is, however, not so promising as good-quality OCR software is not yet ready
for many of the Indian languages, although it is claimed to be available for a few
Indian languages with limited success (Pal and Chaudhuri 1998, 2004; Vikas et al.
2003; Ghosh et al. 2010; Govindaraju and Setlur 2010; Mathew et al. 2016). What-
ever tools are available for the Indic languages (including Google OCR), these are not
much use for the Indian language scripts. They fail to read the Indian language script
properly and, therefore, generate a large number of orthographic errors in output—-
particularly in case of old printed text documents. Moreover, they fail miserably if
the text document contains font variation, mutilated materials, handwritten texts, and
multiscript texts.

2.4.5 Data from Manual Entry

The process by which the largest amount of written texts data may be converted
into a digital corpus for the Indian languages is simple manual data entry in a com-
puter with the help of an Indic language interface. So far, this has been the most
useful way of corpus generation from many of the Indian languages. By using this
method, people have succeeded collecting text from sources like printed books and
papers, handwritten texts materials, transcripted spoken texts, personal letters, old
manuscripts, handwritten diaries, old bond and wills, and many other text sources.

For this task, a few expert data entry operators are employed who can type in words
into the computer from the printed text materials available to them. Although this is
a very old-fashioned system, which consumes much time, money, and energy, it is
a far better process and highly effective for those Indic languages where electronic
texts are not available. At the time of TDIL Indic text corpus generation, due to
non-availability of other techniques, the Indian corpus designers had to follow this
method to build corpora in the Indian languages (Dash 2007). Even today, many of
the people use this method for generating text corpus in many of the Indian languages
including both standard and local varieties.

In this context, it may be mentioned that some industrial agencies, commercial
houses, and research centers (e.g., Linguistic Data Consortium, USA; Oxford Text
Archive, UK; Lancaster University, UK; ICAME, Norway) have already developed
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or started developing electronic text corpora of different types in some of the Indian
languages. As required, one can procure these corpora free of cost or with payment
for linguistic research and application.

2.5 The Process of Corpus Generation

In case of manual corpus collection, the actual work of word entry starts when
software is activated, corpus generation interface is invoked, and a text file name
is created. For technical constraints, the name of a text file is usually limited to
eight characters. For the convenience of work, characters of each text file name are
arranged in the following order:

(a) First two characters represent a text category.
(b) Next four characters represent the name of a text.
(c) Last two characters represent the serial number of a text file.

Immediately after the eight characters, a dot (.) is placed followed by a three-letter
abbreviated form representing the name of an Indian language. For instance, consider
the file name: NLKLBLO5.BAN, where ‘NL’ stands for text category (Novel =NL),
‘KLBL stands for the title of the text [i.e., kalbela (name of a novel published in
Bangla)], and ‘05’ indicates that the file is fifth in serial number created from this
text. The extension ‘BAN’ after the dot stands for the language ‘Bangla.” Each text
file, created in this manner, has two major parts, as the following:

(a) Header Part: This is the metadata part that contains various extralinguistic
information of a text (e.g., name of a book, year of publication, edition, name
of the author(s), name of the publisher, number of pages taken for input, type
of a text) that is required for maintaining text records, managing text data,
classification of texts, disseminating corpus data, dissolving copyright problems
as well as for reference to sociolinguistic and stylistic works.

(b) Text part: This part contains original text in the Indian languages. Manual input
of physical text begins from the second line in the Indian scripts following the
Unicode installed in a computer and a keyboard.

At the time of manual input, the physical width of the lines of printed texts is
normally preserved in the digital version of the text. Generally, a physical line of a
printed text spreads within a range of 80—100 characters, while the actual screen line
of a monitor can extend more than 200 characters. Therefore, technically, there is no
problem in keeping the width of a line of physical text intact in the digital version of
a text.

After a paragraph of text thus generated, one line should be left blank to begin
a new paragraph. This helps in automatic identification of paragraphs as well as
for counting the number of words in a paragraph. Since text samples in the Indian
languages have been collected and compiled in more or less in a random sampling
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<?xml version="1.0" ?>
<?xml-stylesheet type="text/css" href="home.css"?>

<Doc id="BAN-W- | B0035 " Lang="Bangla">
Media-

<Header type="text">

<encodingDesc> \ |

<projectDesc> TDIL-Bangla Corpus, | </projectDesc>

Monolingual Written Text
<samplingDesc> Simple written text. Pages: | </samplingDesc>
11,12, 15, 17, 24, 31, 32,
40, 41, 48, 49, 56, 64, 65,
74,75,79, 80

</encodingDesc>
<sourceDesc>
<biblStruct>
<source>
</body></text>
</Doc>

Fig. 2.2 Information captured in machine-readable form in metadata

manner, a unique symbol is necessary to be used at the beginning of a new text sample
to determine its separate textual identity.

For the purpose of text processing, each text file is kept in a simple format: a
series of words marked with blank space and punctuation marks. While legal and
copyright information, page numbers, and line numbers are preserved for reference
purposes within the metadata, other information (e.g., page layout, setting, typeface,
font type) are mostly ignored in the digital version of the text.

With all these information clubbed into a machine-readable format (Fig. 2.2), a
computer is able to understand and identify a text that is made with a long succession
of nondescript sets of characters marked off in pages and lines. Thus, following this
method across all the Indian languages, more than 1200 text files are generated in
the TDIL project each one of which contains around 3000 words of running texts.

2.6 Corpus Management

The management of a text corpus in digital platforms is a highly complicated task.
We have noted that there are always some typographic errors to be corrected, some
modifications to be in the metadata generated for a file, and some improvements to
be incorporated into the technology used (Summers 1991). At the initial stage of
corpus creation, there are also some other issues that are linked with the systematic
arrangement of the generated text files based on various types of texts. Through the
application of these processes, the subsequent works of searching language data and
information will be much faster and easier.
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Generally, the utility of corpus data is largely enhanced through the application
of intelligent management of text files in a digital archive. It is understood that the
task of retrieval of data and information from a corpus requires utmost attention on
the part of the corpus users so that they can easily retrieve the required text files
and text data for the oriented application. Moreover, it is understood that systematic
management of text files can make interdisciplinary research more effective and less
distractive. The major activities relating to the management of corpus data are the
following:

(1) Corpus data storage,
(2) Metadata annotation,
(3) Header file preparation,
(4) Retrieval of text data,
(5) Up-gradation of data,
(6) Cataloguing of data,
(7) Dissemination of data.

Once a text corpus is created and stored in the system, the corpus designers
need to apply necessary methods and schemes for the purpose of maintenance of
texts, augmentation of data, and up-gradation of the systems. First, with regard to
maintenance, the corpus designers need to keep a clear watch on the corpus so that
the data is not corrupted by virus infection or physically damaged due to some
external physical factors. Second, the primary process of corpus augmentation has to
be continued for generations to enlarge and update the existing amount of data with
new text samples that may be collected from different new sources that are being
produced in a language over the years. Finally, the corpus developers have to keep an
eye on the availability of new technology tools and devices for up-gradation of the
corpus. Itis needed because the existing text data has to be converted properly to make
it usable in new systems and techniques. Since the scenario of computer technology
is changing very rapidly with time, data stored in corpus has to be continuously
upgraded so that these are at par with the new systems and technology available.
Else, the entire corpus database will be useless, as it has happened for the TDIL
corpus developed in 1995. In general, the process of up-gradation of the database in
a corpus involves the following four major activities:

(a) Storage and preservation of text data in the hard disk as well as at the central
data store (maybe, at the digital corpus archive) in multiple copies and versions,

(b) Transportation of text data from the hard disk to floppy disk and similar other
devices (e.g., compact disks, pen drives, external hard disk, cloud source, Google
drive, or similar other reliable storing devices),

(c) Making the corpus usable for all operating systems (OS) like Disk Operating
System (DOS), Windows, Linux, or other operating systems, and

(d) Conversion of texts from the ISCII to the ASCII. And in the similar fashion,
texts generated in ASCII have to be converted into Unicode and, if required,
from the Unicode to other advanced technology of character rendering system.
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In essence, the adaptation and assimilation of new hardware and software tech-
nologies are indispensable in the activities relating to text corpus generation, text
processing, text analysis, and text utilization. In this case, the corpus developers
have to take care of several issues, as stated, with optimum attention. Although
the present state of computer and language technology is advanced and improved
enough to carry out all these works with great satisfaction, it will not be a daydream
to expect that within next few years the status of software technology will improve
to a large extent to address many other complex issues and challenges relating to
corpus generation, storage, management, and utilization.

2.7 What Does a Corpus Supply?

Once a corpus is made ready for general use, the question that is raised quite often is
this: What does a corpus supply to the language users? To respond to this question,
it is noted that a well-formed and well-designed general text corpus can supply the
following things to the language users:

(1) Language data,
(2) Information,
(3) Examples, and
(4) Insights.

With regard to language data, a text corpus supplies data in a lot with various
types. At the character level, it supplies data relating to letters, graphemes, allo-
graphs, diacritics, conjuncts, numerals, punctuations, and other textual symbols. At
the morpheme and word level, it supplies data about single words, morphs, com-
pound words, multiword units, word-formative elements, and named entities. At the
larger structure level, it provides data relating to idioms, phrases, clauses, sentences,
set expressions, and proverbs.

With regard to information, a text corpus supplies information of two types: (a)
intralinguistic information and (b) extralinguistic information. In case of intralinguis-
tic information, it supplies textual, intertextual, lexical, lexicological, lexicographic,
semantic, syntactic, grammatical, discoursal, anaphoric, figurative, and prosodic
information. In case of extralinguistic information, it provides cultural, demographic,
social, historical, stylistic, deictic, ecological, ethnographic, and information of the
external world at large.

With regard to examples, it supplies examples of all kinds including that of
intralinguistic, extralinguistic, language elements, structure, construction, content,
treatment, properties, usage, functions, patterns, formation, citation, reference, rela-
tions, stylistics, etc., of all the intralinguistic and extralinguistic properties included
in the corpus.

Finally, with regard to insights, both from linguistic and other angles, a text corpus
is areal eye-opener for understanding a language from which it is made. It gives deep
insightinto life, language, society, culture, time, place, event, agent, people, situation,
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context, motive, goal, cognition, usage, competence, performance, communication,
negotiation, mediation, disposition, and community. Looking through the corpus
what we ultimately realize is that a language is a living ethnobiological entity the
analysis of which gives us a complete picture of its speakers and its community on
the axis of time and space.

2.8 The Issue of Copyright?

The generation of a text corpus eventually comes to the end with addressing the last
line of conflict: Whose corpus is this? More accurately, whose data is this? This raises
the question of copyright as several stakeholders appear in the scene to claim credit
from the generated resource. In our view, there are five different types of people who
can fight for copyright of a corpus:

(1) Authors of texts,

(2) Publisher of texts,

(3) Corpus developers,
(4) Project financers, and
(5) Corpus users.

The authors argue that they are the main producers of the texts. Therefore, all
credits, profits (financial or otherwise), and copyright should go to them. The pub-
lishers of printed texts, on the other hand, argue that the credit of authors as text
producers can easily be nullified on the ground that without their full technical and
financial help no author can make a mark in the market. Therefore, copyright should
belong to the publishers, and not to the authors, who can at best have intellectual
property rights.

The corpus developers also sometimes ask for copyright, because they argue
that the corpus they have developed is neither a text produced by an author nor a
material published by a publisher. It is a text of a different kind with its own unique
form, structure, and application. Therefore, copyright should be theirs. The financer
(public, private, or government) of the project is also on the floor to claim that the
entire project of corpus generation has been possible because of the fund provided
by them. They, therefore, have the actual copyright on the corpus.

Finally, there are the corpus users. They are perhaps the most legitimate claimants
of the copyrights. Their argument is simple: The value of a corpus is realized only
when it is used. If they do not use a corpus, a corpus however fantastic it may look
has zero academic, commercial, as well as referential relevance. Beauty lies in the
eyes of the beholder! Therefore, the corpus users are the most pertinent copyright
holders, not others.

In essence, the question of copyright is not yet dissolved. It is still a lingering
issue for the much advanced languages as well as for the less advanced languages.
All are in the same boat in a turbulent sea with expectation for a safe shore!
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2.9 Conclusion

A simple format of a text corpus has the ability to reflect on the ‘state of the art’ of a
‘language in use’ for research, analysis, and application (Hunston 2002). Therefore,
it is pertinent to keep the text data in a corpus in two ways: one version of the text
in a simple format and the other version of the text with the addition of metadata
information. Since each particular investigation is destined to look for different kinds
of language data according to its own priority, it is better to have, at least, two
versions of a corpus to cater the requirement of all possible users. This will enable
both linguists and language technologists to look at the entire corpus (or a part of it)
and retrieve data based on their requirements.

Within a general scheme of work, the corpus developers can think of applying
corpus data broadly on the following domains.

(1) Language processing tools and techniques development,
(2) Language technology systems and devices development,
(3) Digital linguistic resources development,
(4) Translation support systems development,
(5) Man-machine interface development,
(6) Speech technology development,
(7) Mainstream linguistic analysis and description,
(8) Applied areas like lexicography and language teaching,
(9) Sister disciplines of social and humanistic sciences,

(10) E-governance and public support systems.

A highly imaginative corpus designer can probably speculate about people who
can be the possible users of a particular type of corpus. But he can never be confirmed
about its users because a new kind of research which is never visualized by a corpus
designer may require the corpus data to be formatted from a different perspective.
In that case, it is sensible that a text corpus is available in its raw and undistorted
version as well as in its annotated form. Moreover, since a general corpus usually
possesses the up-to-date text samples collected from the current usage of a language,
information, which a subject-specific annotated corpus cannot furnish, may be easily
obtained from a general raw corpus. Therefore, we like to argue that a text corpus
should be made available in at least two versions (raw and annotated) keeping in
mind the possibility of diverse use of corpus texts in different domains of linguistics
and sister disciplines.
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Chapter 3 ®)
Corpus Editing and Text Normalization e

Abstract In this chapter, we propose for applying processes like pre-editing and
text standardization as some of the essential components of corpus editing and text
normalization for making a text corpus ready for access across various domains of
linguistics and language technology. Here, we identify some of the basic pre-editing
and text standardization tasks, and we describe these works with reference to Bangla
text corpus. As the name suggests, text normalization involves diverse tasks of text
adjustment and standardization to improve utility of the texts stored in a corpus
in manual- and machine-based applications. The methods and the strategies that we
propose here to overcome the problems of text normalization are largely tilted toward
written text corpus since text normalization activities relating to spoken text corpus
usually invoke a new set of operations that hardly match with the normalization
processes normally applied on written text corpus. The normalized version of a text
not only reduces workload in subsequent utilization of a corpus but also enhances
its accessibility by man and machine across all domains where language corpus has
application and referential relevance.

Keywords Corpus - Pre-editing - Standardization - Normalization
Global readiness - Overlap - Term consistency + Metadata * Transliteration
Tokenization + Disambiguation - Frozen terms

3.1 Introduction

Pre-editing is a process of adjusting texts in a text corpus in order to improve the
quality of the raw text data (i.e., unannotated text data) in practical applications in
machine learning, language data extraction, text processing, technical terms culling,
grammatical annotation, information retrieval, machine translation, etc. The resul-
tant output is a moderately edited text corpus, which reduces the amount of workload
required in post-editing of texts (Fiser et al. 2012). This implies that pre-editing is a
process of adjusting texts before these texts are further processed for subsequent NLP
applications. In other words, pre-editing is one such task in which text samples are
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replotted in certain fixed patterns based on some pre-defined linguistic rules, such as
removal of inconsistencies in expression, use of short sentences, avoidance of com-
plex syntactic forms, simplification of ambiguous syntactic structures, redefining
patterns of term consistency (Yarowsky 1996). Other pre-editing tasks may involve
checking structure of words, marking multiword units, formal consistency verifica-
tion of larger linguistic units like idioms, phrases, and clauses. All these tasks are
required so that further text processing activities (e.g., POS tagging, chunking, pars-
ing, lemmatization) on corpus data become simplified and trouble free (Yarowsky
1994; Xue 2003).

The text normalization process that we describe here includes two major parts:
pre-editing and text standardization. Pre-editing, in simple terms, involves several
text-based activities like sentence length management, typographic error elimina-
tion, punctuation inconsistency removal, header file removal, metadata management,
text format simplification, lexical and syntactic ambiguity dissolution, idiomatic
expression marking, orthographic style avoidance, non-textual element removal, and
domain overlap prohibition (Yeasir et al. 2006). Text standardization process, on the
other hand, involves activities like transliteration, grammar checking, tokenization,
hyphenation, slash management, period disambiguation, white space management,
frozen forms marking, emphatic particle management, indexing, cardinal number
management, term usage consistency measurement. Both the parts are so deeply
interlinked that occasional overlap of functions across the border is a common phe-
nomenon in text normalization (Sproat et al. 1999, 2001). The theoretical and the-
matic identity of text normalization can be conceptually perceived from the diagram
given below (Fig. 3.1).
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3.2 Pre- and Post-editing Trade-off

There is always a trade-off between time and money spent on pre-editing and post-
editing for text normalization in document processing. What is important in this
enterprise is to keep in mind that if a text document is going to be translated into
different target languages, it probably makes sense to spend more time on pre-editing
phase than on post-editing. Also, the fact to be remembered is that pre-editing—once
it is done in a source text—can solve many issues linked to post-editing (Arens
2004). Post-editing is normally done many times as the number of languages one
is processing for translation or POS tagging. Pre-editing, on the other hand, is done
normally once in the source text to save strangers lurking at the gate of post-editing.
Therefore, the goal of pre-editing is to render the source text in such a way that the
quality and output of language processing applications are upgraded. For instance,
the outputs of POS tagging and machine translation (MT) will improve in terms of
spelling, format of text, grammatical role of lexical items, and overall readability of
text if pre-editing is carried out before the text is used as input (Chen and Liu 1992).

In order to do so, it is necessary to distinguish between those rules that improve the
quality of the input text and those rules that do not affect the content of the input text.
This distinction is necessary to identify the rules that are presented to the user(s) and
how these rules are to be actually used for better outputs. This may involve reframing
of the whole sentence in the input language at the abstract level in the sense that it
should not confuse the language users in understanding the fact that the structure of
the revised sentence is a restructured representation of the original input sentence
(Chiang et al. 1996).

The basic argument that we advocate in this chapter is that text normalization
activities offer many advantages in seamless utilization of a language corpus (Cutting
et al. 1992). Therefore, it is essential to render a text corpus in such a manner that
the standard of the existing NLP tools that depend on using text corpus as input
is improved considerably. In order to do so, it is perhaps necessary to distinguish
between the processes that improve the accessibility of texts as well as the processes
that keep contents of texts intact. This is required to identify which rules are to be
presented to a system and how the results of the rules may be utilized to have better
outputs. This may involve reformulation of the structure of the sentence(s) in input
texts at the abstract level in a manner that it should not confuse users in utilization
of linguistic data and information. The ultimate goal is to create much easier text
content within a corpus in respect of its readability of form, accessibility of format,
and usability of content.

3.3 Pre-editing and Global Readiness

Global readiness is a process of creating and optimizing the content of a text so that
the end users all over the world can grasp its meaning and intention without much
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effort (Abel 2011). Based on this proposition, it is fair to visualize global readiness
as a multistep process of creating better text by planning, analyzing, and auditing the
text for wider application in various domains of NLP. This implies that pre-editing, as
a part of global readiness, makes a text ready to play a crucial role in the larger scene
of language processing as well as makes a text ready for all sorts of application-based
linguistic works.

Translating texts from one language to many languages—either by a man or a
machine—takes more time than one language to another. That means, translating
texts into multiple languages is a costly proposition on the scale of time, energy,
money, effort, and efficiency. It is not that human translators or a translation system
is at fault in this enterprise. In reality, both man and machine try to do the best of
their ability with the source texts they receive as inputs. The problem lies with the
level of complexities involved in the source texts that eventually tells upon the skill
of human translators or the robustness of a machine translation system. Keeping this
argument in view, in this chapter we argue for creating ‘easy text’ for both human
translators and NLP works including machine translation.

For developing an easy text, it is necessary to focus on the features of a text relating
to readability, grammar, format, and reusability. And to achieve these qualities of
an input text, one has to adopt several steps of pre-editing. For example, to make
corpora of the Indian languages ‘global ready’ we can adopt the following means as
a part of the standardization of the text content:

(a) Management of scientific and technical terms used in texts,

(b) Enforcement of standard grammar rules of the language on texts,
(c) Enforcement of standard stylistic rules on texts for simplicity,
(d) Maintenance of structural consistency of texts,

(e) Elimination of unnecessary words and lexical items from texts,
(f) Shortening of unwisely sentences and segments in texts,

(g) Marking of idiomatic phrases and set expressions in texts.

Since a text often suffers from a variety of naturalization problems, it is rational
to streamline and standardize a text through pre-editing to overcome the problems
of text processing and computation as well as to make a text global ready for end
users. In the following sections, we shall concentrate on various aspects and issues
of pre-editing and normalization of texts with reference to examples and instances
taken from a Bangla text corpus.

3.4 Pre-editing of Corpus

In general, there are many operations that we can do to make a corpus text global
ready. Particularly in the context of a corpus text being used in NLP works, we
propose to deploy the following measures on the Indian languages text corpora to
make these maximally usable. These pre-editing operations may be practiced in the
following areas.
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3.4.1 Sentence Management

Keeping sentence length unchanged in the corpus is the optimum priority in pre-
editing. There should be no compromise with regard to sentence length. Identification
of each sentence as a separate syntactic unit is the most important task. This is
necessary to mark and measure the length of a price of text with regard to a number
of sentences included in it. Each sentence should be separated from the other if these
are combined together. The punctuation marks that are normally used at the end of
a sentence should be treated as legitimate sentence terminal markers.

Similarly, it is necessary to identify each segment used in a corpus. Since segments
are not sentences, these forms need to be marked separately. The difference between
a segment and a sentence should be clearly understood and marked accordingly so
that subsequent parsing process that is to be applied to the sentences is not applied
over the segments. The structural difference between a segment and a sentence is
shown below with examples taken from a Bangla text corpus.

(a) Segment:

(la)  IRTE CPRF [T THSOF |
Banglar lokasamskrtir samajtattva.
“The Sociology of folk culture of Bengal”

(Ib)  FRFIEF P
krsnanagarer mrtSilpa.
“Clay art of Krishnanagar”
(b) Sentence:

(2a)  FRATCTE AT 976 PFSTIRT S1EH (N £ 202 2© AT ST (Sf 33 =1 |
Bangla deser ar ekti aitihyabahi pracin lok $ilpa hacche hate ebam cakay tairi mrtpatra.
“Another old and hereditary folk art of Bengal is hand-made and wheel-made clay plates”

(2b)  TFERCE HHE 9P ©FF (T3 97 3 I Ay O WWWWWW{S
SISTeIfS (7 (M8 787 7|

yantranubader madhyame ek bhasar lekhya tathya o sambad anya bhasay anubad kare sara

“Through machine translation, it is possible to reach to everyone in this word quickly by
translating written information and data of one language into another language”.

Itis also necessary to assign unique ID for each sentence (e.g., BNG_FLT_S1990:
BNG = Bangla, FLT = Folklore Text, S1990 = Sentence No.: 1990) so that each of
the sentences is identified as a separate syntactic unit to be processed independently.

The long sentences which are difficult to read and comprehend should be marked
for their unique syntactic structure and properties. In fact, such sentences are mostly
ambiguous in nature and are often confusing in meaning. Because of these features,
these are quite difficult (if not impossible) to translate into another language.

Finally, verbless sentences may also be marked with the unique flag so that at
the time of POS tagging and parsing, special care is taken to address the difficulties
involved in such syntactic constructions. Given below are a few Bangla verbless
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sentences which require additional care to find their syntactic structure as well as
phrases:
(3a) AT BT AN FITSTH ST |
e samasta tader atulaniya ku$alatar praman.
“These (are) the examples of their unparallel craftsmanship”

(3b)  aft oA FrEd anf T T 9|
eti dokra $ilper adi parber pratham star.
“This (is) the first phase of the early stage of Dokra Art”

(3c) R IATIT IS (L1FAT g 8 it To@me Te [AamTa|
ei abasthay bartamane dokra Silpa o $ilp1 ubhayei driita biltyaman.
“At this present stage, both Dokra Art and artist (are) fast ebbing out”

3.4.2 Typographic Error Elimination

There are several types of typographic error found within words used in a corpus,
which is not normalized. With regard to typography, it is possible to classify these
errors into five major types as mentioned below with some examples taken from a
Bangla text corpus.

(a) Character Omission

Here, a particular character from a word is omitted.

3197 'hata’ : 219 'hat' (a-allograph is omitted)
1St 'dhant : &1 'dhan’ (T-allograph missed)
197 'baba’ : 7 'bba’ (a-allograph omitted)
RIRERSTT : REERSSY (i-allograph omitted)
W'iskul' : iﬂf‘f‘isul' (consonant k is omitted)

(b) Character Addition

In a reverse way, in some cases, a character is added to a word unknowingly.

$H 'kamal' : FAI'kamal(a)' (a-allograph is added)
STIETf ‘palki’ : I pal(i)ki' (i-allograph is added)
STTYeTT 'gamla’ : STICIeTT 'gam(e)1a’ (e-allograph is added)
(ST 'gharoya’ : ST 'gh(a)roya’ (a-allograph is added) etc.

(c) Wrong Character Selection

In these cases, a wrong character is used within a word in place of a right character.
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BI3(@ 'caite'
RIS 'chagal’
9P ‘angul'
I 'praman’
[T 'athaba'
fm e nidarsan'

(d) Character Gemination

In this case, a particular cha

FH09 'karte'
1T 'balak’
Fferdrel kalikata'
(ST 'meyeli’
(1B 'lokta'
NRET 'maharani'
TSR 'matamaha’
(e) Character Transposition

In this case, characters are mi

41
BIR0® 'taite’ ('c'and 't' are closely placed character)
BI5IeT 'cagal' ('¢" and 'ch’ are assigned only one key)
W ‘ungul' ('a' is changed by 'u')
AT ‘pramal’ ('n' is changed by 'l')
ST 'athama’ ('b" is changed by 'm')
W ‘bidarsan’ ('n"is changed by 'b")

racter is doubled due to some technical reasons:

$4909 karrte' (r>1r)
TP 'baalak’ (a>aa)
FAePrel kallikata' (1> 11)
T 'meeyeli’ (e>ee)
(FF 61 'lokkta' (k> kk)
MRZEN 'mahharani'  (h > hh)
ATOOR 'mattamaha’  (t > tt)

splaced in the order of their sequential occurrence

in words. The newly formed words are, however, accepted as valid words in the
language due. Therefore, this process is known as real word error(RWE) (Chaudhuri

et al. 1996).
1S 'balak’
9 'badal'
FHT 'kamal'
ST jama'
P61 'kata'
P kapal'
T 'matha’
T 'pas’

Some examples of non-real

1< 'bakal’ (L.k>k.l)
9% 'balad' (d..1>1.d)

P 'kalam' (m...I>1...m)
& 'maja’ (G..m>m...j)
GBI 'taka’ k...t >1.k)
e kalap' (p...1>L.p)
AT 'thama' (m...th > th...m)
T 'sap’ (p...§>5...p)

word errors, which are also generated through the

process of character transposition, are cited below from the Bangla text corpus:

FeIProl kalkata'
STTH 'sadharan'
“Tﬁ%’T@ﬁ\E ‘palitaputra’
IHTOT 'haspatal'

POl kaltaka'
ST 'sadhanar’
Wﬁ@ 'patilaputra’
AT 'haspalat' , etc.

3.4.3 Punctuation Inconsistency Removal

In principle, the proper use of punctuation marks in the text should be restored.
In practicality, it is necessary to have consistent use of punctuation marks in texts.
Since some of the symbols work as phrase and sentence boundary markers, their
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Table 3.1 Storage of metadata within the header file of a text corpus

Metadata <Title :: $amba>, <Language :: Bangla>,
<Genre :: Written Text>, <TC :: LIT>,
<SC :: Fiction>, <TT :: Imaginative>,
<ST :: Book>, <Year :: 1978>,
<Edition :: First>, <Volume :: Single>,
<Issue :: 0>, <Publisher :: Ananda>,
<Place :: Kolkata>, <Author :: kalkut>,
<Gender :: Male>, <Age :: 60+>,

<Nationality :: Indian>, <Words :: 5120>

Text FHT© BIR AT DM 5[77 G| FAGT A I 976 FIF (32 §HAF
foreT | 4T (73T (3% F6 AR e | q1(E oM | Fhe 61k
Y S d G |

<marite cahi na ami sundar bhiibane. kathata aj anya ekti kathar khei
dhariye dila. dhariye deoya khei kathati abisyi biparit. na-te ache hya.
bhramite cahi ami sundar bhiibane.>

syntactic and functional relevance cannot be ignored. It is, therefore, necessary to
check if the requisite use of punctuation mark is present in the text. When two or more
sentences are connected without a connector, the proper use of the period (e.g., full
stop, question mark, exclamation mark) is absolutely necessary to mark a sentence
boundary. Equally important are the proper uses of the comma and other orthographic
symbols like ‘$, &, *’ in the text because during POS tagging these are treated as
‘residual text elements’ and marked accordingly (e.g.,/RD_SYM/,/RD_PUNC/).

3.4.4 Metadata Management

The header file needs to be defined with a text data file in a corpus. The extratextual
data and information need to be stored as the metadata in the header file for future
reference. The metadata may include name, gender, nationality, and age of author,
year of first publication, name of publisher, place of publication, edition used in
corpus, type of text. The following table presents a list of items relating to extratextual
information of a text and how this kind of information is stored in the metadata of a
text file (Table 3.1).

3.4.5 Text Format Simplification

It should be understood that the standard Roman writing conventions like ‘italics’
and ‘underlining’ do not work well for many of the Indian languages scripts. In
case of the Bangla text, for instance, the process of underlining may not be visually
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appealing due to the fact that a number of characters tend to use the space in the lower
tier below the baseline. Moreover, the font design of some of the Bangla characters
directly affects the usability of this kind of visual effect on texts. Similar argument
stands valid in case of use of ‘italics’ in the Bangla text. Italic writing is not at all
appealing for the Bangla font—in both printed and digital formats. Even in case of
handwritten texts, the use of italics is the least choice, because this makes a text quite
cumbersome in appearance. We can give one or two examples from a Bangla text
corpus to show how such uses are very much rare in the language.

Underlined Text

(4a)  CIE TN = 3¢ B IR T FRES 9T5F YT O 271

(4b) yoyar bapaner pare 25 mimi brsti pele yoyarer ankur khub bhalo hay.

(Sa) AP (O] Ao A 8 (FOT 93 FRAT T38|
(5b)  Bakurar pora matir hati o ghora ekhan prithib1 bikhyata.

Non-underlined Text

(6a)  (RTR FAE N ¢ BT i (T (FANE 57 Y7 O 2|
(6b)  yoyar bapaner pare 25 mimi brsti pele yoyarer ankur khub bhalo hay.

(7Ta) AP (ST HBA S 3 (ATST A3 R [F2wre |
(7b)  Bakurar pora matir hati o ghora ekhan prithibi bikhyata.

3.4.6 Ambiguity Dissolution

Ambiguity is a real challenge in text processing. The most sensible suggestion in
this case is that it is always better to avoid the use of polysemous words in the text.
However, in reality, this is simply impossible as a normal text will invariably have
many words which are ambiguous. In this context, the possible suggestion is not to
use more than one meaning or grammatical role of a word in the same sentence.
But this is also not possible in a natural text since a text user never knows in which
sense the word will be accepted by readers. Consider the following examples and
ambiguities involved therein:

(8a) =Ia RRENE SN AN a7y FH
(chatra hisebe ami apanake bi§vaas kari.)
Reading 1: “As a student I trust you”.
Reading 2: “I trust you as a student”.

(92) T TS TS (53 AT
(murkher mat(d) jante ceyo na.)
Reading 1: “Never try to know like a fool”.
Reading 2: “Never try to know the opinion of a fool”.

(10a) SR QR ST F18 FEI|
($unechi tumi bhalo kaj karo.)
Reading 1: “I have heard that you work well”.
Reading 2: “I have heard that you do good works”.
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Ambiguity is noted not only at the lexical level but at higher level also. In some
cases, ambiguity is also noted in a sentence. Structural ambiguity is mostly caused
due to the presence of immediately following word (W;), which, if processed with
the preceding word (W), may produce a meaning different from their respective
independent meaning. That means, an entire sentence can be ambiguous if it is
differently interpreted, as some of the examples from a Bangla text corpus show:

(11a) FTHIBTENE TNI-SREF 923N1a (A(© IHA |
(baccaguloke sajiye-guchiye eimatra khete baslam.)
Ist Reading: “I just sat to eat after dressing the kids”
2nd reading: “I just sat to eat to the dressed kids”

(122) 93T AF61 HEF T (AT
(eksa ekta phuler mala debo.)
Ist reading: “I shall give a garland made of hundred and one flowers”
2nd reading: “I shall give hundred and one flower garlands”

(132) (TONF QR G(F BRI, (TSN A GI© Ml |
(yebhabe tumi dube acho, sebhabe ami dubte parini.)
Ist reading: “I cannot plunge as you do”
2nd reading: “I cannot plunge into that emotion where you are”

(142) PcI5 TIFEF 78 [T (F4)
(pascimbanga sarkarer dugdha bikray kendra.)
Ist reading: “Milk selling counter of WB Govt.”
2nd reading: “Selling counter of WB Govt's milk”

We need to think of some methods through which it is possible to restrict the use
of such words or to mark these works with specific notations at the time of pre-editing
so that these can solve much confusion about word meanings among the text users
in the subsequent use of texts in linguistics and language technology.

3.4.7 Idiomatic Expression Marking

All natural texts are full of set expressions, idiomatic expressions, proverbs, etc.
The expressions like kana garur bhinna path (a blind cow has a different path), jale
kumir dangay bagh (crocodile in the water and tiger on the shore), sak diye mach
dhaka (to hide fish with green vegetables), mara hatir dam lakh taka (the price of a
dead elephant is one lakh rupees) are quite frequent in use in the texts. People argue
that since it is not possible to eliminate idiomatic phrases from a text, it is better to
reduce their use as much as it is possible (Raj et al. 2006). In our argument, this is
also impossible in natural texts as people are free to use these expressions in texts as
they like. It is, therefore, sensible to mark them separately at the time of pre-editing
of a text by using chunking method or by some other methods considered suitable
for such purposes (Fig. 3.2).
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HBT2002 | [[prachin\JJ samay\N_NN theke\PSP]] NP
[[svasthya\N_NN]] NP

[[ebang\CC_CCD]]_CCP

[[saundarya\N_NN]] NP

[[1abh\N_NN karar\V_VM_VNG janya\PSP]] NP
[[narkelke\N_NN]]_NP

[[bibhinna\JJ bhabe\RB]] RBP

[[byabahar\N_NN kara\V_VM_VNG hayeche\V_VAUX]] VGF
[[1\RD_PUNC]]_BLK

Fig. 3.2 Chunking on a sentence to mark phrase boundary

3.4.8 Orthographic Style Avoidance

Itis better to use only Unicode compatible fonts like UTF8 in corpus generation. This
solves many problems of text access, management, processing, and utilization. It is
always better to use only one font consistently in the corpus, as the use of multiple
fonts within a single text may create problems in data processing. The question of
capital (upper case) or normal (lower case) fonts is irrelevant in case of texts for the
Indian languages scripts, since the Indian language scripts do not follow the system
of writing which the Roman script follows.

Similarly, it is better to avoid using word- or character-level styles (e.g., bold,
italics, bigger shape of character, striking through word) that may force artificial
display of characters in texts, as it is noted in many old and printed texts. Moreover,
much care is needed in representation of conjunct characters (e.g., consonant clusters,
compound characters), which are made with a combination of several consonant
graphemes, vowel allographs, and diacritic symbols (e.g., ntry, mprs, sty, pry). This
kind of font combinations may make a text look cumbersome. The task of pre-editing
should take care to streamline such orthographic style variations to make a text ready
for processing.

Finally, it should be noted that words made with the Roman script should be
transliterated into the standard scripts of respective Indian languages, as the following
examples show (Table 3. 2).

3.4.9 Non-textual Element Removal

All pictorial or visual elements are to be removed from a text corpus. Similarly, all
diagrams, tables, images, graphs, flowcharts, pictures, etc., that are used in printed and
digital texts should be removed from a digital text corpus. Mathematical notations,
chemical formulae, geometric designs, etc., should also be removed. These elements
cannot be translated or tagged in a corpus. It is better not to embed text into images
as well as not to embed images into text. A pre-editing process must take care to
confirm that pictorial elements can make a digital text corpus ‘not-so-user-friendly’
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Table 3.2 Original and revised text after orthographic consistency

A | RO T 7 (FINTS AT
(compression) (T S{PIGAS (contraction)
ST (FIATS BT (tension) Teel ST
(extension) & 2J|

No Original text Revised text

1 | 93 "AFTE FoFSfT aGm &S biological) | 93 "MRAFTT FoFST AGR &IF
FIFTIO 972 FOSST TGS (cultural) @A) AT TS 9T FOSfeT
FECI SO (FTTEIT) FIFC|
ei parthakyer katakguli ghateche jaibik ei parthakyer katakguli ghateche jaibik
(biological) ba bam$agata ebam katakguli (bayolagikyal) ba bamsagata ebam
samskritik (cultural) karane. katakguli samskritik (kalcaral) karane.

2 | RIS SIS © 5 SRofiF ST AT SIS - TSP AFE
(horizontally 9T tangential direction) FRAPEIT | (XARSHI T SIAS BT @) F

FIEATTAE | 2RO G I (FIS AN
(FACET) Tl TSI (FAL TR ST
(113 BN (BTl TPl TN
(OHGAT) R 2T |

girijani aloran bhii-prsthe anubhtimik akare
(horizontally ba tangential direction) karya
kariya thake. ihate bhi-tvake kothao
samnamaner (compression) phale samkocaner
(contraction) athaba kothao taner (tension)
darun prasaraner (extension) srsti hay.

girijani aloran bhi-prsthe anubhtimik akare
(horaijantali ba tyanjential direk$an)
karya kariya thake. ihate bhi-tvake kothao
samnamaner (kampres§an) phale
samkocaner (kantryaksan) athaba kothao
taner (ten$an) darun prasaraner (eksten$an)
srsti hay.

in text processing. Therefore, all such pictorial elements should be removed before

a corpus is available for linguistics and language technology works.

3.4.10 Domain Overlap Prohibition

For better access to texts, overlapping in text or subject domains while collecting data
for a corpus is not advised (Yarowsky 1994). One has to have precise idea of domains
and subdomains during acquisition of language texts. For instance, for many linguis-
tic reasons, poetic texts are removed from a corpus of prose text. Texts collected from
one discipline should not be mixed up with texts of other disciplines if not specified
and desired beforehand. Similarly, texts obtained from foreign languages including
large quotations, statements should be removed from a monolingual corpus. The text
corpus, unless otherwise defined and designed, should invariably be monolingual,
domain-specific, subject-based, and synchronic (if possible).

3.5

Text Standardization

The most important argument in text standardization is that it should focus on the
text to find the issues that may negatively affect the output of a text. It is, therefore,
necessary to provide a correction option to improve the quality of a text (Olinsky and
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Table 3.3 Words in Roman script and their transliteration in Bangla script

English word Bangla transliteration | English word Bangla transliteration
atabrine atebrin cardo kardo
chloroquine klorokuin coxa kaksa
elytra elitra femur phimar
Galia gyaliya lacinia lyasiniya
malaria myaleriya palpifer pyalpiphar
palp pyalp paludrine pyaludrin
plasmochin plasmokin plate plet
staipes staipes tarsus tarsas
tegmina tegmina tibia tibiya
trochanter trokantar pneumonia niumoniya

Black 2000). It is expected that standardization improves the accessibility of input
text to a certain level so that it makes easier to operate processing methods on texts
Panchapagesan et al. 2004). It should, however, be kept in mind that depending on
language, text standardization rules and strategies may vary.

3.5.1 Transliteration

All technical and scientific terms written in foreign scripts should be transliterated
in a text corpus. If possible, the same approach should be adopted for proper names
coming from foreign languages, such as English and French names in Bangla text.
The process of transliteration should be uniform across all text types in the language
so that further discriminations do not arise at the time of named entity recognition or
name database generation. For instance, given below is a list of English words and
their transliterated forms taken from a Bangla text corpus (Table 3.3).

3.5.2 Grammar Checking

Syntactic errors are commonly found when grammatical concord between subject
and predicate is lost within a sentence (Mikheev 2003). The responsibility of a
corpus developer is to identify such errors, mark these properly, identify the nature
of error, and correct such errors, manually or by rule-based manner. Some examples
of grammar correction are presented below, for elucidation.
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Wrong form

Correct form

Wrong form

Correct form

Wrong form

Correct form

Wrong form

Correct form

Wrong form

Correct form
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: FofeT Cvame 907 7G|
tini sekhane base parla.

: TOTe (T2 JT ST |
tini sekhane base parlen.
“He (hon.) sat down there”

- 3 S F1T 23 A

ami takhan klas eite pari.

: AR SN F17 923G =G |
ami takhan klas eite pari.
“Then I was reading at class VIII”

1 COTHTS (PIAT (REF FTSICT AHP (T |
tomar kono help lagle amake bale.

: COTIS (PICAT (R TSI AHP AT
tomar kono help lagle amake balo.
“Let me know if you need any help”

. SATET AT ST AN ST JfeT |
amra asale take amra antardar$an bali.

;SIS O DUl JfeT |
amra asale take (....) antardars$an bali.
Actually, we call it insight

: AQe B! AT o F S8 (N ffeest

natun $asakbarga purano arthanaitik bhittii mene diyechila.

e TS AT (A6 FSF (N fovefeaet |

natun §asakbarga purano arthanaitik bhittii mene niyechila.
“The new government accepted the old economic system”

3.5.3 Tokenization

A piece of text, in its raw format, is just a sequence of characters without explicit
information about word and sentence boundaries. Before any further processing
is done, a text needs to be segmented into words and sentences. This process is
known as tokenization. Tokenization divides long character sequences into sentences
and sentences into word tokens. Not only words are considered as tokens, but also
numbers, punctuation marks, parentheses, and quotation marks are also treated as
tokens. Given a sentence, tokenization is the task of chopping it up into small pieces
called words (or shorter units, for that matter), with or without inflections. The token
is an instance of a sequence of characters in a text that is grouped together as a useful
semantic unit (i.e., word) for processing. In alphabetic languages, words are usually
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surrounded by white spaces and optionally by punctuation markers or parenthesis or
quotes. These elements act as fairly reliable indicators of word or sentence boundaries
(Jeftrey et al. 2002).

Tokenization is always language dependent. What is fit for a Bangla text may
not be fit for a Hindi text, particularly in case of inflected verb forms. For instance,
compare between the Bangla form yacchilam and the Hindi form ya rahe the. Both
are single semantic units, but one has a single lexical unit while the other has three
separate lexical units grouped together for the same purpose. Therefore, for Bangla
Yacchilam is a single word with one token, while for Hindi ya@ rahe the is a single
word with three tokens. Given below is a Bangla sentence in its normal and tokenized
form.

Normal form: Example Sentence

(8a) TN T GFIISCAR AT [w2eT, e SN (FTEAT ST TH( AT el ]|
yakhan mik chalacchitrer prachalan chila, takhan amra kono bhasar bandhane abaddha
chilam na.
“When the age of silent movie was in vogue, at that time we are not bound with boundary of
any language”.

Tokenized Form:

T (yakhan) qF (mik)
BAM%@F (chalacchitrer) 6T (prachalan)
fe2T (chila) 9 (takhan)
ST (amra) (1T (kono )
O (bhasar ) I (bandhane)
S[A% (abaddha) feeIsT (chilam)

o1 (nd)

3.5.4 Hyphenation

Usually, in case of a hyphenated word, hyphen carries the value of a punctuation
mark and, therefore, is treated as a separate token. The main purpose of a hyphen is to
glue words together. It notifies the reader that two or more elements in a sentence are
linked together. Although there are rules and norms governing the use of hyphens,
there are situations when we decide whether to add it or not because it can create
problems while POS tagging of hyphenated words. For instance, look at the sentence
phaler ojan 70-80 gram paryanta hay ‘The weight of fruit goes up to 70-80 g’. It
illustrates the fact that when a hyphen comes in between two sets of words, then a
form like “70-80’ is to be considered as a single-word unit and it is to be tagged as
phaler\N_NN ojan\N_NN 70-80\QT_QTC gram\N_NN paryanta\PSP hay\V_VAUX
ARD_PUNC.

In this case, at least, we miss out an important piece of information of tok-
enized property or tokens. The string 70-80 is actually two tokens, not one. It
separately conveys the idea of having something of the number between 70 and
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80. Therefore, instead of keeping them together as one unit, it is better to write
them as “70-80’. It constitutes three separate tokens: {70}, {-}, and {80}. Since
{-} should be considered as a different token, the sentence should be rewritten as:
phaler ojan 70-80 gram paryanta hay. There lies a white space between the three
tokens mentioned above. In this case, the POS-tagged output will be something like
the following: {phaler\N_NN ojan\N_NN 70\QT_QTC -\RD_PUNC 80\QT_QTC
gram\N_NN paryanta\PSP hay\V_VAUX \RD_PUNC}.

The same logic stands valid for the sentence fake ei chabir sahakari-paricalako
kara hay ‘He is also made the assistant director of this film.” Keeping in mind
the concept of tokenization, the sentence mentioned above should be tagged as
the following: {take\PR_PRP ei\DM_DMD chabir\N_NN sahakari\JJ -\RD_PUNC
paricalako\N_NN kara\V_VM_VNG hay\V_VAUX \RD_PUNC}.

There are always some problems that are different from the one mentioned above.
For instance, consider the following sentence: bajir ganer rekardimer samayi guru-
datta ebam gita ray eke-aparer kdachakdchi asen ‘Guru Dutta and Gita Ray got closer
to each other during the recording of the songs of Bazi.” Here, the hyphenated word
eke-aparer should be considered as a single word string made of three tokens includ-
ing the hyphen in between. But again, eke-aparer represents the same meaning as
the other form parasparer ‘to each other’ means. Now, the question is how to tag
this string in the corpus. In our view, four possible solutions may be considered to
overcome this problem:

(a) Break the string eke-aparer as three separate tokens as {eke} {—} and {aparer},
and tag them as {eke\PR_PRC} {-\RD_PUND} and {aparer\PR_PRC}.

(b) Since it conveys one meaning, keep it as a single token (eke-aparer) and tag it
as a reciprocal pronoun {eke-aparer\PR_PRC}.

(c) Remove hyphen and tag the words as two separate reciprocal pronouns, such as
{eke\PR_PRC} and {aparer\PR_PRC} as a whole.

(d) Remove the hyphen and tag it as a single reciprocal pronoun, such as {ekea-
parer\PR_PRC} as a whole.

The decision has to be taken fast, and it entirely depends on a text annotator. In
case of some complex examples such as do-as mrttika caser janya khub uapayogr
‘Alluvium soil is best suited for farming,” the word with a hyphen mark (i.e., do-as)
constitutes a single-word unit. If we break it into two different tokens, the meaning of
the word is lost. Hence, it should be tagged as a single common noun {do-a§\N-NN}
and not as an adjective and a noun. Similarly, forms like bren-stem, tantrik-tantra,
cau-paya, split-brenoyala, karpas-kalosam should be tagged either as single-word
units or as two-word units as these forms carry a hyphen mark in between the two
formative elements.
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3.5.5 Slash (/) Problem

In a written text, we sometimes come across forms like ‘9/10 din’ meaning
‘9/10 days.” This refers to a part of time spanning over 9 or 10 days. It can be
tokenized in the following two ways.

(a) If the symbol °/ signifies OR function where the task can be performed in 9
or 10 days, the symbol ‘/’ can be tokenized separately and tagged as a separate
punctuation mark: {N\QT_QTC} {ARD_PUNC} {10\QT_QTC} {din\N_NN}.
This is normally done according to a convention adopted in the BIS tagset.

(b) On the other hand, if form 9/10 din quantifies something as a whole, it should
not be tagged as separate units. Rather, it should be tagged as a single composite
unit within the category of QT_QTC: {9/10\QT_QTC \dinN_NN}.

Let us look at some other example such as 1/3 amsa ‘1/3 part.” What should be
done with this token? Can we tag it as three separate tokens because collectively they
denote a measurement of something and we cannot separate the number ‘two-third’?
If we do so, it will convey a different concept. We argue that there is no point in
tagging as three separate tokens are here. We should take care while we select texts
for the corpus, so that it will not create doubts in user’s mind if it is an OR separator
or it signifies ‘a part relationship.” We can create a uniform rule of inference for POS
tagging. The POS tagging of the whole text may be as the following:

{gach\N_NN laganor\V_VM_VNG samay\N_NN alga\J]] pataguloke\N_NN
bhenge\V_VM_VNF miler\N_NN ek trtiyam$a\QT_QTC kete\V_VM_VNF
ropan\N_NN karle\V_VM_VNF gachta\N_NN mati\N_NN dhare\V_VM_VNF
ney\V_VM_VF \RD_PUNC}

Therefore, during standardization of corpus text, it is always advisable to avoid
using /> whenever it signifies duration. In that case, it will be easy to tag those words.

3.5.6 Period (.) Disambiguation

In English, ‘.” or period is considered as a punctuation mark that indicates the end of
a declarative sentence or statement. In Indian languages, the same function is carried
out by piirnacched ‘full stop’ (‘II’). The period is also used in Indian language texts,
and in most cases, it is not used as a sentence terminal marker, but for some other
functions. If a period (°.”) appears in an Indian language text, it is mostly used to
refer to an abbreviated form of nouns, e.g., d. =daktar ‘doctor,’ st. =stesan ‘station,’
gh.=ghanta ‘hour, mi.=minit ‘minute,” se.=sekend ‘second.’ In all such cases, a
period has one specific function, it is an indicator of the full form of the noun,
hence, it should be tagged with the abbreviated form, and both of them should be
considered together as a single-word unit. The problem arises when multiple nouns
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are abbreviated with recurrent use of period, and all the forms are meant to be put
together as a single concept or expression as the following examples show:

Bangla : @S ff5 (A& 7 & (1 A0HeT |
gatakal bi.bi.si. theke du jan lok esechila.
English: Yesterday two people came from B.B.C.

Bangla: 6(® S TS f51.55.95. a1 Se@d S S |

matite kyalsiyamer sat pi.pi.es. matra phalaner janya abasyak.

English: Seven P.P.S. doses of calcium are required in the soil for the production.

The question is whether we should treat bi.bi.si. (B.B.C.) as a unit of single token
or three separate tokens. The rule holds in English that if there is a period (.) within
a word, it will not be segmented; instead, it will be treated as a single unit. If this
is so, then we should tag this abbreviated form as: {bi.bi.si\N_NN}. On the other
hand, the counter-argument is that the form bi.bi.si. ‘B.B.C.’ is actually made with
three abbreviated forms each one of which stands for an independent word: bi. = brtis$
(British), bi. = bradkastim (Broadcasting) , si. = karpore$an (Corporation). It should,
therefore, be treated as three separate entities and tagged accordingly: {bi.\N_NN}
{bi\N_NN} {si.\N_NN}. Similarly, in a sentence like ar. si. boraler janma 19-e
aktobar 1903-e ek prasiddha sangit gharanar paribare hayechila ‘R.C. Boral was
born on 19th October 1903 in a highly famous family of musical tradition,” the
abbreviated forms ar. si. should be treated as two separate words {ar.\N_NNP} and
{si.\N_NNP} rather than as a single word { ‘ar.si.\N_NNP}, as they stand for two
proper names (named entities).

3.5.7 White Space

It is necessary to remove the unnecessary white space existing between the words or
tokens within a piece of text, as the following examples show.

SR8 NI4T (sahaj sadhya) > STRESIHT (sahajsadhya) “easy”

e fer (bj guli) > e (bijguli) “seeds”
(& e (pere chila) > (@M% (perechila) “had done”
FATJE (katha gulo) > PAIBEN (kathagulo)  “the words™

@ feTo (diye chilen) > @ (diyechilen) “had given”
&G (F (naren ke) > S (narenke) “to Naren”

(T (MF (meye der) > (TA™S (meyeder) “to girls”,

ToF T (uttar prades) > [CREEGR] (uttarprades) “Uttar Pradesh” etc.

Since these are single-word units, there is no need to give space in between
the two formative parts. On the contrary, it is equally necessary to give proper
space between the words where it is needed, e.g., {upakari.er>upakari . er}
or {tatka,lobhaniya>tatka, lobhaniya}, {bapankarle>bapan karle}. Here, the two
words tatka and lobhaniya are clubbed together, but there should be a space between
them because they are two separate words with two different meanings. Therefore,
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they should be written separately as tatka ‘fresh’ and lobhaniya ‘attractive.” This
implies that typing error with regard to white space should be carefully eliminated
from a text corpus. After splitting, these words will stand as independent lexical
items with different grammatical functions and meanings, and subsequently these
will be tagged under different parts-of-speech.

3.5.8 Emphatic Particles

This is another important text standardization process where emphatic particles need
to be properly attached to words. In the existing style of writing in Bangla (and in
other Indian languages), emphatic particles are the part of the preceding words and,
therefore, should never be written separately. If these are written separately, these
should be considered as conjuncts and not as emphatic particles. In the following
Bangla examples, particles -0 and -i do not work as conjuncts, but rather work
as emphatic particles, and therefore, they should be tagged with their immediately
previous words, as shown below:

STISTRAT 3 32 BT M : TISMRATS 22T B1elr I
{lagaiya} {o} iha tana yay : {lagaiyao} iha tana yay
RICERIRCIRISIEIE) ;I TS Tf®
yantrer {sahayye} {o} jamite . yantrer {sahayyeo} jamite
92 THfele 2 TILI[S ;93 TRferes 2JGITe

ei {paddhatite} {i} hastacalita : el {paddhatitei} hastacalita

In the reverse process, it is noted that the conjunct ‘0’ is sometimes tagged with
the previous word as an emphatic particle. This is also a wrong representation of
words. In these cases, the conjunct should be detached from the previous word and
should be used as a separate lexical item in the text, as the following examples show:

BISEICIRRICIBICIR! : BISEICIRRICIGICR
byabadhane {ogabhiratay} : byabadhane {o} {gabhiratay}
s e : T3 e

{Ramo} Stta : {Ram} {o} Stta

5, I50S Ffer5 : 57, 57 3 HIeiH

anga, {bangao} kalinga : anga, {banga} {o} kalinga

In the above examples, the character ‘0’ acts as a conjunct. So, it should be sep-
arated from its preceding words as well as succeeding words. Since it is a conjunct,
it has its own syntactic-cum-semantic function, and thus it should be treated accord-
ingly in the text.



54 3 Corpus Editing and Text Normalization

3.5.9 Frozen Terms

In the present Bangla text corpus, there are some forms like HNO3, H,SO3, H,SOy,
H;PO,4 which are normally tagged as Frozen Forms as these are universally acknowl-
edged as iconic in form and meaning. In the act of text normalization and processing,
these forms should remain same for any text of any language. Within this category,
we also have mathematical signs (e.g., X , =, +, —, %, /,<,>,=, >, Q), currency
symbols (e.g., $, £, ¥, %, €), and some specific text symbols (e.g., #, &, @, ©, §,
®, ¢) which should not change in form. They fall into the category of symbol and
should be treated in a formal way.

When we come across a character string something like “70%’ in Indian language
text corpus, we first change the Roman numeral into Indian language numeral and
keep the percentage sign (%) separated from the number because this sign carries
specific symbolic function and tag. Therefore, the string is taken up as two different
tokens and not as a single one.

In text standardization process, we come across another problem relating to sym-
bols such as this: 15:15:15. Since this denotes a relationship of ratio, the symbol “:’
carries mathematical information. So, we need to write it in the following format:
‘15: 15: 15’ keeping a space between the digit and the symbol. Similarly, we also
come across a string like ‘6:30:44,” which denotes time indicating hour, minute, and
second—all tagged together with the use of the colon (:) between the characters. In
this case, also, we have to break the string into three separate units like, ‘6’: ‘30’: ‘44’
and specify that each unit separated by a colon is actually indicating a separate lexi-
cal unit with separate meaning and function (though with identical part-of-speech).
Alternatively, if the text standardization task is not so rigorous and lexical-bound,
one can, for simple comprehension, keep the entire string as an unbroken unit and
tag accordingly {\6:30:45\N_NN}.

3.5.10 Indexing

It is noted that most of the Indian languages texts use the Roman numerals in place
of standard Indic script numerals. This creates a problem in text processing. To
overcome this, we suggest that all the Roman numeral characters should be converted
into Indian numeral characters or vice versa. Similarly, all English alphabets should
be converted into Indian alphabets at the time of enumeration, for example: (a) = (k),
(b) = (kh), () =(g), (d)=(gh), () =(n).

When we come across digits such as (1) or letters such as (k) within a bracket,
they should be treated as single tokens, while the brackets encircling them should be
treated as separate symbols. Therefore, it will be better if such strings are marked in
the following manners:

(1): {(\RD_PUNC, N\QT_QTC,)\RD_PUNC}
(k): {(\RD_PUNC, K\QT_QTC,)\RD_PUNC}.
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3.6 Conclusion

In this chapter, we suggest that corpus editing and text normalization are necessary
for the text corpora of the Indian languages because they offer many advantages
in seamless utilization of language texts stored in the corpora (Habert et al. 1998).
The goal is to render the source text in such a manner that the existing standard of
activities of language technology is considerably improved so that the problems of
spelling, format of text, grammatical roles of words, and overall readability of a text,
etc., do not create serious hurdles in use of language corpora (Huang et al. 2007).

In order to do so, we need to distinguish between those rules that improve the
quality of the input text and those that do not affect the quality of a text in corpus.
This distinction should be maintained as it is necessary to identify which rules are
presented to the user(s) and how the result of the rules can be used by the text users
to have better application outputs. This may even involve reformulation of the whole
sentence(s) in the input language at the abstract level in the sense that it should not
confuse the text users in the use of language data and texts. The ultimate goal is to
create a much easier content within a corpus in respect of its readability of form,
accessibility of format, and reusability of content.
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Chapter 4 ®
Statistical Studies on Language Corpus ez

Abstract In this chapter, we make attempt to discuss in brief about various types
of statistical approaches that are normally used for processing and analyzing a text
corpus as well as for obtaining data which may be considered statistically reliable
in making some generalized or specific comments on the patterns of occurrence or
manner of distribution of linguistic elements in a corpus. Moreover, in this chapter,
we try to show how, based on the nature of text used in a corpus, the patterns of
quantitative analysis may vary from that of qualitative analysis, although in the long
run both types of analysis may be combined together to get a clear picture of the
linguistic phenomenon under scrutiny. We also try to give a short history about the
use of statistical methods and techniques in the analysis of corpus before and after
the introduction of digital corpus as well as describe how descriptive approaches,
inferential approaches, and evaluative approaches can be combined together in the
act of corpus analysis, linguistics investigation, and inference deduction.

Keywords Statistics *+ Nature of corpus study - Quantitative analysis
Qualitative analysis - Statistics in corpus study * Descriptive approach
Inferential approach + Evaluative approach + Chi-square test - T-test + ANOVA text
Pearson correlation - Cluster analysis + Factor analysis - Multidimensional scaling

4.1 Introduction

The very idea of putting a natural language within the terrain of twisted quantification
is quite eerie. It does not really match with our traditional concept of language
analysis and description, which has been mostly descriptive and inferential for ages.
For common people like us, linguistics is a subject, which tries to describe the forms
and functions of properties of a language, and in this act, it hardly takes any support
from Statistics, Mathematics, or other fields of quantification. We have assimilated
this philosophy for ages, and based on this philosophy, we have tried to analyze our
languages.
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The introduction of various new and recent areas of linguistics, has, however,
tried to define language based on mathematical and statistical perspective. Scholars
working in the domains like corpus linguistics, computational linguistics, mathemat-
ical linguistics, forensic linguistics, stylometrics are now using quantified results of
various kinds obtained from corpora in different applications. Also, they are using
such quantified results not only for verifying earlier observation but also for making a
new observation, formulating new hypotheses, developing language teaching mate-
rials and primers, designing tools of language processing, developing systems for
language technology, and providing data in language governance. Generally, results
obtained from quantitative analysis of corpus present many new insights about a
language and its speakers which are not possible to gather from any other manner.
This is why scholars like Yule argue that linguists without adequate knowledge of
statistical information about various features of a language will make mistake in
handling language data as well as in linguistic observation (Yule 1964: 10).

In Sect. 4.2, we propose a dual focus approach which can be the best strategy
for applying statistical methods on corpus; in Sect. 4.3, we discuss in some details
the nature of corpus study which looks into the processes of both quantitative and
qualitative analysis of corpus; in Sect. 4.4, we present a very brief history of use of
statistics in corpus study; in Sect. 4.5, we mark the basic approaches to statistical study
on corpus which includes descriptive statistical approaches, inferential statistical
approaches, and evaluative statistical approaches; and in Sect. 4.6, we highlight
the application of statistical results obtained from corpora in linguistics and allied
disciplines.

4.2 The Dual Focus Approach

A language corpus, by virtue of its content and composition, can represent numer-
ous varieties of texts which are able to manifest diverse usage varieties of multiple
language properties. Because of this unique property, a corpus is a real storehouse of
information that can contribute to a large extent for application of various methods
of statistical analysis on it. On the other hand, the results obtained from a corpus after
application of statistical analysis techniques on it make us richer with new informa-
tion and insights about a language. A new set of information about a language means
a new range of insights about the language for the formulation of new theories and
new perspectives for the language.

Keeping this in view in sight, most of the scholars working on corpus linguistics
like to adopt the Dual Focus Approach in which they are able to combine both
the quantitative and the qualitative methods in the study of a corpus (Biber et al.
1998) as well as a language (Fasold 1989). When a corpus (such as the TDIL corpus
of Indian languages) is developed with a limited number of samples taken from
different types of written texts, it becomes mandatory for a corpus analyst to apply
statistical methods in a sensible manner so that features of any kind can be adequately
interpreted.
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If a corpus is properly representative of a target language, it is considered suit-
able for making some general observation about the distribution of properties of
a language even when the corpus is not fit for large-scale statistical studies. Such
small-sized corpora are usually put within the frame of simple quantitative analyses
to find out the patterns of use of different linguistic properties in a language as well
as to note how these properties are distributed across the text types. The subsequent
qualitative analyses on the quantitative results obtained from corpora are often put to
a larger population to look at the language from different perspectives. In most cases,
the focus is directed toward the analysis of the behavior of linguistic properties to
understand their functional roles in language comprehension and application.

In the early years of digital corpus generation, when large-scale corpora like
that of the Bank of English, the British National Corpus, or the American National
Corpus were not available, quantitative methods were normally applied on small-
sized corpora. In those days, a moderately large corpus was enough for making
some simple observation about the properties used in a language (Barnbrook 1996;
Oakes 1998). And interestingly, most of the observations were found to be true to
the linguistic elements when these were compared with the findings obtained from
large-scale language corpora.

In general, a language corpus is put to quantitative analysis for various reasons.
The frequency of occurrence of various linguistic properties in the corpus is the main
reason. This gives us the insight to develop a proper understanding of the patterns of
use of different linguistic properties. Moreover, we gather new statistical results to
verify earlier counts, modify the counts of distribution of language elements, develop
knowledge texts, design technology tools, and describe alanguage in a more scientific
manner.

The qualitative analysis methods do play an equally important role in the quan-
titative analysis of language data. The qualitative analysis of results obtained from
quantitative study often substantiates new findings in different ways to look at the
language in a new light. The focus may also be diverted toward the analysis of the
behavior of the properties to understand their functional roles in the act of compre-
hension of a language as well as in utilization.

4.3 Nature of Corpus Study

A language corpus, either big or small, may be subjected to both quantitative and
qualitative analyses with the help of various techniques and methods used in statistics.
Although the two types of corpus analysis usually form two different perspectives,
they are not necessarily incompatible with corpus data. What is important here is the
systematic amalgamation of quantitative results with qualitative interpretation in a
cross-dependency interface for a better understanding of the linguistic phenomenon
observed in a language.
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4.3.1 Quantitative Analysis

Quantitative analysis refers to the quantification of data and analysis of data with
quantification. In case of quantitative analysis, we intend to classify different types
of linguistic elements of a particular language or a language variety based on certain
predefined parameters. For instance, in a corpus of written language text samples,
we may like to know the frequency of occurrence of orthographic symbols and
other characters with an expectation that information of this kind may give us a
better understanding about the features of the language as well as supply us useful
information for designing primers. By using certain statistical calculation methods,
we can try to account for these properties based on which we can construct more
complex statistical models in an attempt to explain what is observed and why these are
happening. In the long run, these findings may be generalized to a larger population
to deduct general views about the language under consideration.

Sometimes, in more specific manner, direct comparisons can be made between
two or more corpora using efficient sampling and significance testing techniques to
make cross-comparison and cross-reference. Thus, the quantitative analysis allows
us to discover which phenomena are likely to be genuine reflections of a language
and which are merely chance occurrences. For instance, a quantitative study is noted,
which is carried out regarding the frequency of occurrence of words of different part-
of-speech in the TDIL Bangla corpus (1995). The results of this analysis give us some
interesting information and insight about the language (Table 4.1).

The study (Table 4.1) shows that words belonging to noun category have a much
higher frequency of occurrence in the corpus than the words of other categories. In
fact, it is exactly equal in percentage in occurrence with words of other categories
put together [noun (50%): others (50%)]. The adjective, the second category of the
rank, is slightly more than one-third (18%) of the percentage of occurrence of nouns
(50%), while words of other categories are far behind in rank with regard to nouns
(finite verbs: 11%, postpositions: 9%, non-finite verbs: 4%, adverbs: 4%, pronouns:
3%, and indeclinables: 1%, etc.). This analysis gives us a new kind of information;

Table 4.1 Frequency of use  pyi_of gpeech TDIL Bangla corpus (1995)

of words of different (%)

parts-of-speech
Nouns 50
Adjectives 18
Finite verbs 11
Postpositions 9
Non-finite verbs 4
Adverbs 4
Pronouns 3
Indeclinables 1

Total 100
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that is, in Bangla texts, the use of nouns is much higher than other parts-of-speech.
This, however, triggers an important question: Why it is so? Why nouns are more
frequent in use in texts than words of other parts-of-speech? We have to find out a
suitable answer for this.

The main advantage of quantitative analysis is that by just looking at simple
frequency of occurrence or distribution of a single language variety, we can construct
a precise picture about the patterns of usage of some particular phenomena as well
as their relative normality or abnormality in a language. This gives us a clear clue to
know a language better as well as to form appropriate questions for making further
exploration. In essence, quantitative analysis is a kind of idealization of data, because,
for some statistical purposes, classification schemes have to be the hard-and-fast
type. For instance, in the statistical analysis, it is generally assumed that a particular
linguistic item either belongs to category ‘x’ or it does not. In this kind of classification
scheme, the occurrence of linguistic items belonging to a particular class can speak
about many hidden aspects of a language, which is otherwise not possible to extract
just by looking at the data.

However, in reality, many linguistic properties do not belong to a single category or
text type. In fact, they are more consistent with their ‘dynamic identity‘ due to which
they can belong across several categories based on some constraints like form, usage,
and function which allow them to exist across different categories. For instance, the
English word round can belong to different parts-of-speech based on its usage in
text.

English: round

Round (NN) The match is over after the third round.
Round (ADJ) He has bought a round dining table.
Round (IND) He moved it round the corner.

Round (FV) I round up my discussion with a smile.
Round (Prep) The earth moves round the sun.

Therefore, if we say that the word has a high percentage of occurrences in the
language; it does not give us any more information than its simple frequency. We
are more interested to know its percentage of use as a member of different parts-
of-speech as well as its nature of distribution across different parts-of-speech in the
language. Only then, we can have a better picture of the word in the language.

Moreover, quantitative analysis tends to sideline rare occurrences of certain lin-
guistic properties, since they do not occur in large number in a particular corpus.
Therefore, to ensure that statistical tests provide reliable results, it is essential that
minimum frequency information of each linguistic item should be given due impor-
tance in subsequent analysis and interpretation. Otherwise, it may force certain finer
features of a particular language type to collapse with other features, which, in return,
may result in the loss of richness and variety of the language from which the corpus
is developed.
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4.3.2 Qualitative Analysis

Qualitative analysis, on the other hand, aims at providing a complete and sensible
description of the observed phenomena which is elicited from quantitative analysis
done on a corpus. The primary goal is to justify or describe the phenomenon noted in
the quantitative analysis. While quantitative analysis says what it is, the qualitative
analysis says why it is. No attempt is made here to assign frequency tags to the
linguistic features identified as unique in a corpus. Rather, all rare phenomena receive
an equal amount of attention and treatment as more frequent features do.

Qualitative analysis also allows us to draw finer distinctions among the observed
phenomena since it is not necessary to shoehorn total set of phenomena within a
finite scheme of classification. For instance, the phenomenon of lexical polysemy, an
important feature of words, is best recognized by qualitative analysis, since different
explicit senses of words, as well as patterns of their sense variation, are analyzed with
due importance on every single example noted in a corpus. Thus, all possible sense
variations of words are taken into the analysis to make finer distinctions implied by
the words when these polysemous words occur in various contexts.

Qualitative analysis is contributive to quantitative analysis. For instance, if we are
to analyze the quantitative findings extracted from a corpus (Table 4.1) and to explain
why the picture is like this, we have to find out reasons behind such phenomenon
behind the patterns of usages of words in the corpus. There might be several reasons
behind this. For nouns, there are many proper-named entities (e.g., place names,
person names, item names, object names), which are quite frequently used in the
corpus. Such nouns are not usually available in a dictionary or in a general lexicon
of a language. Moreover, some words, which are usually marked to other parts-of-
speech, are found to be used as nouns in the corpus.

A qualitative analysis can also show that many adjectives are used as nouns, and
not the reverse one. Moreover, words belonging to noun may also increase in number
in corpus because of the entry of many new nouns in the language, a unique feature
which does not usually happen for words of other parts-of-speech. It informs us
about a unique feature of a language—if a language borrows, it usually does it with
nouns, and not with words of other parts-of-speech. This signifies that most of the
new words, which have entered into a language, belong to the category of noun. This
observation and its subsequent validation by corpus help us decide which words we
should consider for inclusion in a dictionary and which words we should ignore. This
is one of the most powerful strategies that may be used for developing a corpus-based
dictionary of a language.

The main limitation of a qualitative analysis is that the findings cannot be extended
to the wider population with the same degree of certainty since most of the findings
are not usually tested whether their occurrence is statistically significant or due
to chance. To overcome this shortcoming, we can think of adopting a method of
combination of the two approaches so that both the approaches can be combined
together to contribute toward understanding the phenomenon. This definitely gives us
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some advantages to apply combined linguistic information in mainstream linguistics
as well as in language engineering.

4.4 Statistics in a Corpus Study: Brief History

The use of statistical estimation processes in language study was widely acknowl-
edged long before the introduction of language corpus in the electronic version.
Before the advent of the electronic corpus, scholars have put language to frequency
statistics at different points in time, some of which are quite notable. For instance,
Miller (1951) initiated a statistical study on the literary style to conduct an infor-
mation-theoretical analysis on the English language. Herden (1962) made multiple
quantitative investigations to observe the pattern of occurrence of characters (i.e.,
letters and other orthographic symbols) in some English texts. Edwards and Cham-
bers (1964) came out with some interesting results obtained from the application of
various statistical methods on the possibilities of occurrence of language properties
in English texts. Williams (1940), Dewey (1950), Good (1957), Miller et al. (1958)
and many others also made various quantitative investigations on English literary
texts. And all these works were done without the use of a corpus in electronic form.

This kind of corpus-based statistical studies is rejuvenated once the corpora in
electronic forms are made available to the investigators. We can refer to a few such
studies, which are based on electronic corpora of various types. For instance, in
an interesting study, Kenny (1982) has used the Factor Analysis method to examine
whether there is any significant difference between the numbers and patterns of use of
words in the writings of three English poets (i.e., Alexander Pope, Samuel Johnson,
and Oliver Goldsmith), which could fit into traditional format of heroic couplet.

From a different perspective altogether, Kilgarriff (1996) has used the Chi-square
Test to examine the linguistic similarities and differences existing among different
text corpora of English produced at different points in time by different agencies.
Leech et al. (1994) have used the Log-linear Analysis on a large corpus of modern
English to perform some empirical analyses to identify the non-discrete categories
in semantics and to demonstrate the phenomenon of ‘semantic gradiance‘ in word
meaning (or lexical semantics). McEnery and Wilson (1996) have also used various
statistical methods to analyze both the Brown Corpus and the LOB Corpus to come out
with many new and interesting results to trace finer shades of distinction between the
two types of English, namely the British English and the American English. Biber
et al. (1998) have also used various statistical techniques (e.g., Chi-square Test,
Multidimensional Scores, Factor Analysis, T-test, ANOVA test) to study different
types of English text corpora they have used in their research and analysis. We have
also come across insightful studies where the application of statistical methods on
language corpus is discussed in details (Barnbrook 1996; Oakes 1998).

With regard to Indian languages, it is possible to furnish some amount of infor-
mation since full information is hardly available for reference. For instance, in case
of Bangla, although sporadic attempts have been made at the individual level to
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record the patterns and frequency of use of various linguistic elements in Bangla,
the language has never been put to any kind of frequency-based quantitative analysis
with the support of a large and widely representative text corpus. In the history of
the study of the language, we have noted that Suniti Kumar Chatterji (1926/1993)
has made an attempt to count the frequency of use of words coming from different
sources for a Bangla dictionary. He has also made a similar attempt on some selected
texts collected from the Old Bangla literature to see how words of different origin
are actually distributed in the texts (Chatterji 1926: 241).

After a gap of nearly four decades, Nikhilesh Bhattacharya has made frequency
studies on a collection of texts obtained from the writings of a few literary fig-
ures of Bengal. The basic goal of this study was to find out how the Bangla words
are actually distributed in some of the literary texts composed by great literary fig-
ures like Rabindranath Tagore, Sharatchandra Chattopadhyay, Bankimchandra Chat-
topadhyay, and others (Bhattacharya 1965). On the other hand, Das et al. (1984) have
collected some statistical information from a corpus of selected printed documents
in Bangla, Assamese, and Manipuri to calculate the frequency of use of characters
in these texts. The last on the line goes to Mallik et al. (1998) who have made some
quantitative studies on a small collection of sample Bangla texts obtained from var-
ious printed text documents to count the frequency of use of letters and words in the
language.

All these studies are based on a small collection of text samples, which cannot
be claimed to be a corpus in the true sense because these text databases severely
lacked in the features of balance, text representation, and largeness. In this regard,
the statistical studies presented by Dash (2005) are far more reliable and authentic,
since his studies and findings are based on a large corpus of modern Bangla texts
containing nearly five million words collected from various subjects and disciplines
of language use published between 1981 and 1995. Similar works might have been
carried out in other Indian languages, but not reported here due to non-availability
of data and information. The most striking point is that after these works, not much
progress is made over the decades. Therefore, if one wants to know the basic statistics
about the distribution of various linguistic properties in the Indian languages, we have
not much information to showcase.

4.5 Approaches to Statistical Study

In an experimental situation, we are presented with some countable events such as
the presence of particular linguistic items in a corpus, which are to be measured with
relevant information. There are various statistical approaches to achieve this goal,
some of which are given in the following:

(a) Descriptive Statistical Approach: It enables us to summarize the most impor-
tant properties of corpus data.
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(b) Inferential Statistical Approach: It enables us to answer questions related
to observed phenomena and formulate a hypothesis about the newly observed
varieties.

(c) Evaluative Statistical Approach: It enables us to test whether our hypotheses
are supported by empirical evidence obtained from the corpus.

Application of all these approaches helps us explore and verify about how mathe-
matical models and theoretical distributions of data are actually related to the reality
manifested in the corpus (Oakes 1998: 1). That means the application of various sta-
tistical approaches in corpus analysis implies that these have significant roles to play
in general language description, language understanding, and language application.
In the subsections below, we try to present a brief sketch of each of the approaches
stated above with reference to the TDIL Bangla text corpus.

4.5.1 Descriptive Statistical Approach

There are several statistical methods and processes with the descriptive statistical
approach. Among these, the ‘frequency count statistics is probably the most straight-
forward one with which we can work with any kind of quantitative data. In this
approach, we first classify all the linguistic items based on some predefined classifi-
cation schemes. Next, we take an arithmetical count of each of the items which belong
to each class of the classification scheme. For instance, we can set up a classification
scheme to look at the frequency of occurrence of words belonging to major parts-of-
speech in a language: noun (NN), verb (FV), pronoun (PN), adjective (ADJ), adverb
(ADV), postposition (PP), and indeclinable (IND). Since words of these classes con-
stitute the major part of the total occurrence of the tokens (i.e., words) in a corpus, it
is necessary to know the frequency of use of these words in the corpus to get an idea
how these words occur in a language. By using simple frequency count statistics,
we can count the number of times words of each part-of-speech have appeared in a
corpus, which may be further accumulated in the final list to record patterns of their
occurrence in the language.

Although the method of frequency count is quite useful in corpus analysis, we are
not happy with simple counts as it has certain disadvantages, particularly when we
want to compare one data set with another data set to get better insights. For instance,
if we are interested to compare the frequency of occurrence of words in a literary
text corpus with that of a mass media text corpus, we cannot address this question by
simple statistical counts. Since this method is mostly one dimensional in nature, there
is little scope for us for carrying out comparative frequency studies between two or
more corpora. Another notable limitation of this method is that it uses a classification
scheme which is developed by text investigator, and therefore, it fails to show how
items of similar types can be classed into different groups. For instance, in case of
word frequency analysis, all the inflected and affixed forms of a single word have to
be lemmatized before these words are put to any kind of frequency count.
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Since frequency count gives only the number of occurrence of each type of word,
it fails to indicate the prevalence of a type in terms of the proportion of a total number
of tokens found in a corpus. This is not a problem when two or more corpora, which
are put under comparison, are of equal size in a number of tokens. But when they vary
in a number of words, any simple frequency count needs to be made with further
caution. Even in those situations, where the disparity in size of corpus is not an
important issue, it is better to use proportional statistics to present frequencies, since
we find them easier to understand than comparing the fractions of unusual numbers.
When results are presented in a fraction, or more commonly, in decimal numbers,
common language users are often confused with the results and are often misled by
their inferences deducted from broken numbers. Therefore, if any result appears to
be a very small number, its ratio may be multiplied by hundred to be presented as a
percentage with regard to other numbers in the list (see Kennedy 1998).

4.5.2 Inferential Statistical Approach

The inferential statistical approach is considered important for assessing observed
phenomena. It is used to find out if observed patterns of use are at all meaningful
within the overall study of the linguistic phenomena of a language. For instance, we
can use the method of ‘significance testing® to find out whether or not a particular
finding is a result of a genuine difference between two (or more) linguistic items,
or whether it is just due to chance occurrence. For example, we can examine the
number of occurrence of the Bangla word manus ‘human’ in ten different types of
text gathered into the Bangla corpus (Table 4.2).

For simplification of analysis, the counts presented in the table include the occur-
rence of the word in its inflected, affixed, and non-inflected forms. In all text types

Table 4.2 Frequency ofuse N, | Different text types Occurrence of the word

of manus ‘human’ in different

text types of corpus 01 Creative writing 196
02 Fine arts 123
03 Social science 178
04 Natural science 92
05 Medical science 152
06 Technology and 45

engineering

07 Mass media 70
08 Commerce and industry 30
09 Legal and administration 45
10 Others 64
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of the corpus, the word is more often found to be used in its inflected form tagged
with various word-formative elements:

(a) Tagged with an enclitic (e.g., manusti ‘the person’),

(b) Tagged with a plural marker (e.g., manusguli ‘the people’),

(c) Tagged with a case marker (e.g., manuske ‘to man’),

(d) Tagged with an enclitic and a case marker (e.g., manustike ‘to the man’),

(e) Tagged with a plural marker and a case marker (e.g., manusgulir ‘of the people’).

A simple frequency count of the word in each text type produces the above result
(Table 4.2). From the table, it appears that the word is more often used in the creative
text followed by texts of social science, medical science, and fine arts. But this cannot
be claimed true since we do not know the total word strength of the text included in
each text type. Since there is a possibility of variation of a total number of words in
each text type, it may happen that the number of words included in the creative text is
ten times more than the number of words included in a social science text. In that case,
the actual percentage of occurrence of the word in each text type will vary to a large
extent. Therefore, to be accurate that this statistics is not just due to coincidence, we
need to perform further calculation—a test of statistical significance—to ensure that
the quantitative differences among the text types are taken into proper consideration.

There are different significance testing techniques which are used in corpus data
analysis based on the type of the variables that are supposed to be compared within
a corpus.

(a) Chi-square Test: The Chi-square test is one of the most frequently used statis-
tical methods in linguistics. It is normally used to check whether some patterns
of observed distribution of words or similar other linguistic elements actually
deviate from a uniform distribution of some properties within a language data
set (See Greenwood and Nikulin 1996).

(b) T-test: The T-test is an important test for statistical significance which is used
with interval and ratio level data. It can be used (a) to test whether there are
differences between the two groups of data on the same variable, based on
the mean (average) value of that variable for each group; (b) to test whether
a group’s mean (average) value is greater or less than some standard that is
already predefined; and (c) to test whether the same group has different mean
(average) scores on different variables (See Rice 2006).

(c) ANOVA Text: The Analysis of Variance (ANOVA) is a statistical technique that
allows us to assess the potential differences in a scale-level dependent variable
by a nominal-level variable having two or more categories. Here the observed
variance in a particular variable is partitioned into components attributable to
different sources of the variation. It provides us a useful statistical test to under-
stand whether or not the mean values of several groups are equal and therefore
generalize the t-test to more than two groups. It is useful for comparing (test-
ing) three or more means (groups or variables) for statistical significance (See
Rutherford 2001; Cardinal and Aitken 2006).
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(d) Pearson Correlation: Correlation between sets of data is a measure to know
how well these are actually related. The most common measure of correlation
is the Pearson Correlation, which is used to measure how strong a relationship
exists between the two sets of variables. Pearson correlation is a correlation
coefficient which is commonly used in linear regression as it shows the linear
relationship between two sets of data. In simple terms, it answers the question:
Is it possible to draw a line graph to represent the data? Two letters are used
to represent Pearson correlation: Greek letter rho (p) for a population, and the
Roman letter ‘r’ for a sample (See Huber 2004; Wilcox 2005, and Katz 2006).

These inferential statistical methods are usually used to measure the differences
and similarities between the groups as well as to judge the degree of relationships
existing among these variables. However, each technique is usually used separately
to produce a test of significance after assessing likelihood to verify if the observed
differences could be due to the chance occurrence or if there is any significant inter-
relation among the observed differences (See Oakes 1998).

4.5.3 Evaluative Statistical Approach

Simple frequency tables taken from a corpus often hide some more general patterns
of similarity and difference underlying the linguistic features we are interested in.
In principle, these tables can provide us records of differences between particular
samples (i.e., text type) on particular variables (i.e., linguistic features). But they fail
to reflect on the pictures of complex interrelationships of similarities and differences
concealed within a large number of samples and variables presented in the tables.

In such contexts, we have to depend on the evaluative statistical approaches, which
can help us to explain in a far better way why some particular varieties occur in a
particular text type and why some particular features behave in the peculiar ways
they do in texts. To perform such comparisons, there are many multivariate statistical
techniques available (e.g., Cluster Analysis, Factor Analysis, Multidimensional Scal-
ing, Log-linear Models), which are regularly used in linguistic research to extract
the hidden patterns of relational interfaces of the linguistic features and properties
from the raw frequency of data obtained from a corpus.

(a) Cluster Analysis

Language properties or conceptually meaningful linguistic elements that share com-
mon linguistic characteristics can play important role in our task of analyzing the
linguistic elements and describing a language. In this task, we can use a statistical
method known as Cluster Analysis to divide language data into groups (clusters) that
may be considered meaningful, useful, or both. In language data analysis, the Cluster
Analysis process can be highly useful in dividing data into groups (clustering) and
assign particular features to the members of this group (classification). In the context
of understanding the nature of language data, clusters may be considered as potential
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classes and clusters analysis may be treated as a workable technique for finding out
and marking the specific classes in overall interpretation of language data as a whole
(see Everitt 2011; Manning et al. 2009).

(b) Factor Analysis

In linguistic analysis, the Factor Analysis method is normally used to reduce a large
number of linguistic variables into fewer numbers of observational factors. By using
this technique, we can extract maximum common variance from all variables and
put them into a common score for generic analysis. In this model, we can assume
several assumptions such as there is a linear relationship among the variables, there is
no multicollinearity among the variables, and there is a true correlation between the
linguistic variables and factors. In essence, this requires many subjective judgments
by the user. Although itis a widely used tool, it can be controversial in certain contexts,
because the models, methods, and subjectivity that are used in the variable analysis
may be flexible. It is noted that a particular variable may, on certain occasions,
contribute significantly to more than one of the components.

(¢) Multidimensional Scaling

Multidimensional Scaling is considered as an alternative to Factor Analysis in the
analysis of the distribution of data (Borg and Groenen 2005: 207-212). In general,
the goal of this analysis is to detect meaningful underlying dimensions that may
allow us to explain the observed similarities or dissimilarities (distances) between
the linguistic objects or features we have been investigating. While through Factor
Analysis, we can express the similarities between the objects (e.g., variables) in the
correlation matrix; through Multidimensional Scaling, we can analyze any kind of
similarity or dissimilarity matrix in addition to the correlation matrices. In general,
through Multidimensional Scaling, we attempt to arrange the linguistic variables in
a space with a particular number of dimensions so as to reproduce the observed
distances. Thus, we can explain the distances in terms of underlying linguistic corre-
lates. In essence, Multidimensional Scaling methods are applicable to a wide variety
of linguistic research designs because distance measures between the observable
features can be obtained in any number of ways.

The basic aim of these statistical techniques is to summarize a large set of linguistic
variables in terms of smaller sets on the basis of some statistical similarities between
the original variables available for our analysis. In this process, however, we may lose
a negligible amount of information about the differences of the linguistic features
(see Biber et al. 1998), but that loss does not usually become vital when we deal with
the very large amount of language data with multiple textual variations.

All multivariate statistical techniques generally begin with a process of cross-
tabulation of linguistic variables and ample text samples. Scholars like Biber (1993)
and Kilgarrift (1996) have used Factor Analysis technique to identify relationships
between the collocations of some homonymous words in English to investigate their
sense differences; McEnery and Wilson (1996) have used methods like Multidi-
mensional Scaling to explore the relationships underlying different linguistic vari-
ables. Oakes (1998) has used Log-linear Analysis to take a standard frequency cross-
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tabulation as well as to note which variables seem statistically significant and most
responsible for a particular effect generated in the text.

4.6 Conclusion

The idea of putting a natural language within the area of quantification does not really
match with our traditional concept of linguistics. Linguistics is an independent sub-
ject of investigation and analysis and has hardly encroached within the realm of
statistics, mathematics, and quantification. However, the introduction of many new
areas of linguistics and allied disciplines (e.g., computational linguistics, corpus
linguistics, mathematical linguistics, lexicography, language teaching, forensic lin-
guistics, stylometrics, cognitive linguistics, neurolinguistics) asks for various kinds
of quantified results obtained from a corpus for looking at the language from differ-
ent perspectives and for applying the language in real-life situations. And because
of such requirements, the application of various statistical methods and techniques
of language corpora has become a part of the present-day linguistic studies.

The results obtained from the application of statistical techniques on corpus have
many visible functional relevances. These are used for making observation and
hypotheses, developing language teaching materials and primers, as well as design-
ing tools and systems for language technology. In general, the results obtained from
quantitative analysis of corpus present many new things that have never been observed
before.
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Chapter 5 ®)
Processing Texts in a Corpus e

Abstract Inthis chapter, we shall make attempt to discuss some of the most common
techniques that are often used for processing texts stored in a text corpus. From the
early stage of corpus generation and processing, most of these techniques have been
quite useful in compiling different types of information about a language as well as
formulating some new approaches useful for corpus text analysis and investigation.
The important thing is that most of the corpus processing techniques have never
been used in language analysis before the advent of the corpus in digital form and
application of computer in language data collection and analysis. Another important
aspect of this new trend that most of the techniques have strong functional relevance in
the present context of language analysis since these techniques give us much better
ways to look at the properties of language and utilize them in language analysis
and application. We shall briefly discuss some of the most useful text processing
techniques such as frequency calculation of characters and words, lexical collocation,
concordance of words, keyword in context, local word grouping, and lemmatization.
Also, we shall try to show how information and data extracted through the text
processing techniques are useful in language description, analysis, and application.

Keywords Corpus - Text processing * Frequency * Characters + Words
Collocation + Concordance - Keywords - Local word grouping + Lemmatization

5.1 Introduction

A digital text corpus, after it is designed and developed, is made available for various
processing tasks. There are some well-known text processing techniques which have
never been used for analyzing a corpus of earlier years. These techniques are mostly
the outcomes of computational interface with language data and are generally used
to acquire new insights about language use as well as to shed new lights on the
existing methods of language analysis. In reality, application of these techniques on
corpus texts results in the finding of new kinds of evidence that may be furnished to
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describe a language as well as its properties from different perspectives with a new
interpretation.

There are advantages in the utilization of corpus processing techniques in main-
stream linguistic studies, application-based linguistic activities, work of language
technology. By applying these techniques, we can gather new sets of data or can col-
lect new types of example to furnish explanations that may fit evidence, rather than
adjusting evidence to fit into pre-supposed explanations and inferences. Experience
has already taught that processing of a language corpus can produce any evidence
and insights, which might directly contradict our intuition-based observation about
a language and its properties.

The application of language data and information in the development of tools
and systems for language technology has motivated many corpus designers and lan-
guage engineers to develop different types of corpus processing tools and devices.
These include techniques like frequency calculation of characters, words, and sen-
tences; distributional frames of words through concordance; lexical association pat-
terns through collocation; grouping words within local contexts, tracing keyword in
specific textual frames, and generating lemmas from inflected and affixed words
through lemmatization, etc. Most of these techniques are already developed for
English and some other advanced languages (Garside et al. 1987; Souter and Atwell
1993; Thomas and Short 1996; Garside et al. 1997; Oakes 1998; Biber et al.; 1998;
Tognini-Bonelli 2001), and nothing worth mentioning is developed for the languages
used in India and other so-called less-resourced South Asian languages.

Most of the corpus processing techniques run on text corpus available in digital
form. By applying these techniques to a text corpus, we can extract relevant linguistic
data and information which are required by the linguists to describe a language or
by a language technologist for designing particular systems and devices. Thus, these
text processing techniques become quite instrumental in opening up new avenues for
language investigation and application that were unknown even a few decades ago.

Keeping this information in the background, in this chapter, we try to discuss some
of the most common text processing techniques that are run on corpus with refer-
ence to English and some Indian language texts. In Sect. 5.2, we describe frequency
counting processes on corpus; in Sect. 5.3, we present a short description on concor-
dance of words; in Sect. 5.4, we discuss the about lexical collocation; in Sect. 5.5, we
highlight the aspects of key-word-in-context; in Sect. 5.6, we describe the process
of local word grouping; and in Sect. 5.7, we discuss the process of lemmatization.

5.2 Frequency Count

The information about the frequency of occurrence of various language properties
within a corpus is of great value in language description as well as in other areas
of language study. It is an important piece of information in first language learning
(FLL) as itis argued that at the early stage of language learning, a learner should learn
first the most frequently used words and their common usage patterns to enhance her
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linguistic comprehensibility of the language. In the usage-based scheme of FLL, it
is noted that information about the frequency of use of various linguistic items has a
strong impact on the overall progress of a language learner (Johns 1991). This leads
Barlow (1996) to argue in the following manner:

...while frequency data is presumably of minor importance in a parameter-setting model of
language learning in which the data has only the ‘triggering’ function in grammar formation,
the frequency is very important in an alternative conception of grammar formation based on
a model of grammar which is ‘use-based.” Such models assume that grammar formation is
inductive to a large extent, and that frequency of linguistic usage has a direct effect on the
form of the grammar. (Barlow 1996: 5)

At the time of corpus text analysis, information accumulated from the frequency
list of words may be rendered in two ways: (a) alphabetical order and (b) numerical
order. Moreover, these lists, based on the specific requirement of language users, can
again be arranged in ascending and descending orders. There have been questions
regarding the relevance of frequency information in the study of a language. To
address this question, we can present the following arguments:

(a) A frequency list provides necessary cues to us when we study a piece of text
to know how words have occurred in the text with regard to their frequency of
occurrence in general.

(b) By examining the frequency list, we gather rudimentary ideas about the basic
structure of a language based on which we can plan our future investigation.

(c) Frequency information projects on the patterns of distribution of various lin-
guistic items within a piece of text to understand the content and domain of a
text.

(d) Frequency information shades light on overall discourse structure of a text
focussing on content, target readership, type, function, addresser, addressee,
theme, etc.

(e) Frequency information is a gateway in understanding the ordered development
of a text from its simple to complex theme and structure.

The importance of frequency information both in FLL and machine learning can
be understood clearly when it is explained how a piece of text is structured in an
organized manner. For instance, in case of a technical text, there is a limited number
of technical terms that are sparsely distributed at the initial stage of a text. After
that, there might be a rush of it, which may be an indicator of a high-level structural
boundary in a text. This implies that a text is designed in a systematic fashion as a
layman’s introduction to a technical subject (Sinclair 1991: 30).

It may happen that two words have the same frequency of use, but while the first
one occurs in the first part of a text, the second one occurs at the last part of the
text. This kind of distribution is an important clue to a researcher for understanding
the structure of a text as well as for furnishing suitable interpretation for this. Such
observation helps in selection of texts for FLL in a more pragmatic manner than
adopting the traditional methods where a selection of texts is most usually done
randomly through intuitions. It is also noted that a randomly selected text may appear
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Table 5.1 Alphabetically ordered word list from a Bangla corpus

Bangla word Percentage (%) Bangla word Percentage (%)
na ‘no’ 1.153 kintu ‘but’ 0.423
kare ‘doing’ 0.989 ba ‘or’ 0.419
ei ‘this’ 0.939 kara ‘to do’ 0.408
o ‘and’ 0.910 ya ‘that/go’ 0.404
hay ‘is’ 0.764 haye ‘being’ 0.394
ebam ‘and’ 0.653 sange ‘with’ 0.371
ye ‘that’ 0.653 ek ‘one’ 0.367
theke ‘from’ 0.549 kon ‘which’ 0.358
ar ‘and’ 0.513 janya ‘for’ 0.322
tar ‘his’ 0.497 sei ‘that’ 0.321

to be an introductory text, but analysis of the frequency of use and distribution patterns
in subsequent sections turns it into a typical technical text rich with complex ideas
and analysis (Biber and Jones 2009).

In general, frequency-based information is of two types: (a) alphabetic information
and (b) numerical information. In true sense, however, these are not two different
types of information. Rather, these are two different modes of presentation of same
data. In the case of alphabetical frequency information, the listed linguistic items
(e.g., characters, letters, morphs, words, idioms, phrases, sentences) are arranged in
alphabetical order to show how items of different alphabetical order are used in a
piece of text with a different percentage (Table 5.1).

In numerical frequency list, the same items are arranged according to their degree
of occurrence (high to low or vice versa) in the text. The list is formed with a goal
to find out which linguistic items are most frequent in use in a text or in a language
(Table 5.2). Information is sorted in such a way that the list begins with the most
frequent items and continues down to the least frequent items. Generally, in a corpus
of hundred thousand words, a frequency list is not much interesting as it fails to say
anything convincing. But in a corpus billion of words, a frequency list in numerical
order is useful as it provides interesting insights into the language because listings
of words in particular order become comparable to the large population of samples
for statistical measurement and analysis (Heylen 2005).

Normally, the most frequent items tend to keep suitable distance in distribution,
and as a consequence, we can note many marked changes in their order of distribution
which become quite significant both in linguistic analysis and generalization. For
instance, the ‘Asymmetrical Frequency Characteristics’ (AFC) of words shows that
a small number of very common words make up a high percentage of occurrence in
all kinds of texts, while a large number of less used low-frequency words make up
the rest (Zipf 1949: 173). This signifies that while words with high frequency may be
easily found even in a small-sized corpus, words with low frequency will not occur
unless a corpus is made with millions of words obtained from various types of text.
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Table 5.2 Numerically ordered word list from a Bangla corpus

Bangla word Percentage (%) Bangla word Percentage (%)
ar ‘and’ 0.513 tar ‘his’ 0.497
ei ‘this’ 0.939 theke ‘from’ 0.549
ek ‘one’ 0.367 na ‘no’ 1.153
ebam ‘and’ 0.653 ba ‘or’ 0.419
o ‘and’ 0.910 ya ‘go/that’ 0.404
kara ‘to do’ 0.408 ye ‘that’ 0.653
kare ‘doing’ 0.989 sange ‘with’ 0.371
kintu ‘but’ 0.423 sei ‘that’ 0.321
kon ‘which’ 0.358 hay ‘becomes’ 0.764
janya ‘for’ 0.322 haye ‘being’ 0.394

There are many similar linguistic rules and grammatical properties in a language
that govern usage of words, multiword units, idiomatic expressions, phrases, collo-
cations, etc. Just as usage, individual senses of words have also definable frequency
curves, where more common meanings occur more frequently than less common
meanings. In a similar fashion, certain idioms and phrases occur in a language more
frequently than others while some set expressions may occur in some specific kinds
of text. Similar rules may apply in case of sentences and other linguistic properties
used in a language. The basic point is that a frequency calculation method, when it is
run on a well-designed and adequately well-represented corpus, generates many new
patterns of use of various linguistic items, which was not known before or which are
contradictory to our assumptions and expectations.

The information about the frequency of use of various properties in a language
carries strong significance both in first and second language education. It is argued
that it makes sense to observe the frequency of occurrence before selecting examples
of linguistic items for reference and use in grammars and course books for learners
(Wills 1990: 142). Also, it becomes useful for lexicographers to know the frequency
of use of linguistic items before they take a decision about the selection of lexical
entries and others for a dictionary. Thus, information about the frequency of use of
items registers some advantages over the intuitive methods of language description,
interpretation, and teaching.

The purposes of two types of frequency list are also different. In case of alphabet-
ical frequency list, items are displayed in a tabular form for simple general reference
in regular linguistic studies. Thus, it plays a secondary role in the analysis of text,
since it is used only when there is a need to check the frequency of particular items in
a language. However, it becomes very useful in formulating hypotheses to be tested
as well as for checking assumptions made beforehand (Kjellmer 1984).
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5.3 Concordance of Words

Technically, concordance program is a process by which one can index words used in
a corpus in a separate frame for further analysis. In practice, it is a systematic display
of a manageable collection of occurrences of words from a corpus, each instance in
its own frame of the contextual environment. That means, in concordance, we index
each word with reference to the context of its occurrence in a sentence in the corpus. It
is indispensable in the analysis of words because it gives us a wider window to access
many important patterns of use as well as its functional and semantic variations in
texts (Delorge 2009).

In the earlier years of language analysis, although a technique of this kind was
considered useful, we had no scope to apply this since we had no device to the level
of a present-day computer by which we could arrange words in the desired manner
at a linear level for subsequent observation, analysis, and interpretation. However,
the introduction of computer and corpus has made concordance possible to compile
and arrange words in the desired fashion for analysis and interpretation. Due to the
flexibility of the technique, determination of contextual frames of words is now free
based on specific research goal. We can redefine the parameters for selecting words
for concordance based on various criteria, such as fixed number words on either
side of the target word, finding sentence boundaries of the target words, finding
immediate neighboring words of the target word, arranging words based on their
root, lemma, base, affixed or inflected forms. What it implies is that the use of
concordance in the act of finding general and specific contextual environment of
words used in different syntactic frames is an important strategy in understanding
the various lexico-grammatical identities of words used in a language.

Although the technique of concordance was not available in the earlier centuries
in text analysis, some enterprising scholars diligently did the work manually on some
small corpora. They came out with many new findings which inspired others to look
at the languages from different perspectives. For instance, the Holy Bible was used as
acorpus. It was processed to produce lists of concordance, list of words used, and lists
of collocations to prove factual consistency within various parts of the text. Alexander
Cruden manually produced concordance lists of some words from an authorized
version of the Holy Bible in 1769 (Kennedy 1998: 13). The list of concordance gave
scholars new insights into the text to understand it from different angles. After the
introduction of the digital corpus, concordance has been quite frequently used not
only to study the works of great writers like William Shakespeare (Gibson 1962;
Elliott and Valenza 1996), John Milton, James Joyce, T.S. Elliot and others but also
to study the texts produced in news media and other domains.

The application of a concordance technique on a text corpus, either small or big,
allows us to understand the varieties of linguistic features of a word as well as of the
text where the word is used. Concordance opens up many new and innovative ways
for studying morphological, lexical, semantic, and syntactic patterns of words as well
as the genres and types of a text where the word is used (Barlow 1996). By studying
the concordance patterns we can say, with some amount of certainty, about the nature
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which these types of food should be | eaten. | For most of us it means: eating pleasure
and a wide selection of food will be | eaten. | Prepared Softbill food is a good stuff
finger foods and any food that can be | eaten | seductively are in! Accomplished fl
are an excellent food and should be | eaten | in plentiful quantities. Now to mark
e test with an extract of a commonly | eaten | food, we are likely to provoke a pos
casing the amount and variety of food | eaten. | Problems could include failure to e
nutrition to the amount and type of food | eaten, | the frequency of meals may be an imp
with its body size, whereas the food | eaten | by land mammals was not rich enough.
following: Reduce the amount of food | eaten, | but not by sacrificing nutritious f
kids. No charge except for the food | eaten. | Big fuss made of birthday child. Bu
." Another reason why hot food gets | eaten | in hot countries is that chillies an
anyone, or almost everyone, would have | eaten | contaminated food. At least that's h
n the name of Scottish food -  have | eaten | in places where everything was rolle
ably contain any food you might have | eaten | as a snack rather that a proper meal
Bused by overeating it. If a food is | eaten | in any form once in three days, or m
ion. If every time a certain food is | eaten | the rash becomes worse, or there is
e! It was two days since we had last | eaten, | although food had been promised. After
see folic acid. food, substances | eaten | or drunk or administered parentally
times happens when the mother hasn't | eaten | proper food - I've had a survey don

Fig. 5.1 Concordance of eaten in British National Corpus

of distribution, nature of meaning change, nature of inflection or conjugation as well
as the patterns of lexical collocation of a word under investigation. We have presented
below an example of concordance of the English word eaten from the British National
Corpus to show how the inflected word is used in different syntactic frames to denote
different senses based on its syntactic environments (Fig. 5.1).

In language education, a concordance list is a useful resource both for teachers
and learners. They can examine the linguistic roles of a word with reference to its
distribution in the syntagmatic and paradigmatic axis. With a few sorting operations
(left and right sorting), they can refer to a concordance list as a separate text to study if
a word is polysemous due to the range of senses embedded within multiple syntactic
frames of its use although it shows a single surface form. In the case of data-driven
learning (DDL), lessons on grammar and vocabulary far more helpful if these lessons
are made with concordance-based word lists compiled from the multitext corpus. In
support of this, Johns (1991) has argued that in DDL we can make attempt to remove
the middleman in the act of teaching as far as possible and give direct access of the
data to the learners so that they can build up their own interpretations with regard to
word meanings and uses.

The assumption that underlies this approach is that effective language learning in itself is a
form of linguistic research. The concordance printout offers a unique resource for the stimu-
lation of inductive learning strategies— in particular, the strategies of perceived similarities
and differences and of hypothesis formation and testing. (Johns 1991: 30)

Inessence, the application of concordance technique on a corpus produces varieties of
data and information, which are not possible to gather by any other means. The anal-
ysis of such data can challenge the validity of many ideas and observation presented
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by scholars about the use of words in texts. Due to this excellent functional relevance,
concordance technique is most frequently used in dictionary making, language anal-
ysis, defining scientific and technical terms, word sense disambiguation, language
teaching, lexicological hypothesis formation, and translation. For instance, a dictio-
nary maker can use concordance technique to search out usage patterns, functions,
and sense variations of single words, compound words, idioms, multiword units, and
larger word strings from a corpus to be used in a dictionary.

Concordance can be complemented by a range of statistical tools that can provide
information about the relative frequency of word use in texts, their distributions
across text types, and the list of words with which these forms are most likely to
occur or collocate. Therefore, with the help of a concordance, it is no more a difficult
task for us to examine all types of occurrence of all kinds of linguistic items in a
corpus to describe a language with new information and insights.

5.4 Lexical Collocation

Lexical collocation is technically defined as ‘the occurrence of two or more words
within a short space of each other in a text’ (Sinlciar 1991: 170). This, however,
does not reflect the actual operation and its relevance in the study of words in a
text. Linguistically, the technique is considered an important method for evaluating
relevance and value of consecutive occurrence of two words in a piece of text. It
projects into the functional nature of lexical items as well as on the nature of ‘inter-
locking patterns of the lexis’ used in a text (Williams 1998). In a simple definition,
collocation is a frequently used lexical phenomenon in which two words are quite
often found to occur together in a fixed order in various contexts in a language and
their co-occurrence is often accepted as correct in the regular practice of language
used by people who speak the language (Halliday 1966). This kind of co-occurrence
of the two words is not considered as an instance of exocentric compounds.

That means habitual juxtaposition of a word pair with a high frequency of use in the
text may be treated as an instance of collocation provided it does not trigger surprise
among language users and both the words do not lose their original lexical meanings.
Given below a set of English examples to show how the two English words of almost
similar senses are having different patterns collocations with different words:

Quick:

Action, answer, change, decision, fix, glance, hand, look, mind, movement, profit,
reference, reply, response, shot, succession, time, trip, turn, way, work.

Fast:

Chain, day, end, food, foot, friend, growth, hand, leg, line, look, pace, place, popu-
lation, rate, speed, step, thing, track, way, world.

In collocation analysis, our primary interest normally centers around the extent
to which the actual pattern of these occurrences differ from the patterns that would
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have been expected (Barnbrook 1998: 87). We also use collocation to evaluate the
argument of cognitive linguistics, which claims that mental lexicon is made up not
only of single-word units but also of larger phrasal units, both fixed and variable.

The collocation technique, when it runs on a corpus, produces various kinds of
information about the nature of collocation of words. It helps us to understand the
position and function of words in a combination with other words in a language.
Normally, the lists of citation of contextual use of words obtained from concordance
often contain preliminary information about the lexical association of words which
we can put to the analysis of collocation of words. A list of collocation may also
include some amount of information about the frequency of words used in collo-
cation as well as some sophisticated statistical counts that help us to calculate the
combinations needed for comparison and authorization of examples in collocation. If
we accept the argument that words are linked with many senses due to their variation
of contexts of use, we have to realize that the question of sense variation becomes
important in understanding lexical ambiguity, a typical feature of every natural lan-
guage. It is noted that words exhibit multiple senses by semantic extension of their
proto-sense due to the contextual pressure they build up with other words combined
in collocation (Delorge 2009).

Lexical collocation is a widely acknowledged linguistic phenomenon of all nat-
ural languages. It is addressed in full length with evidence carefully selected from a
corpus. For instance, in Bangla, the adjective \jcg is used in more than thirty dif-
ferent collocations to denote an equal number of sense variation. Without reference
to their frequency and patterns of collocations, it is difficult to understand all the
finer senses interlinked with the distributions of the words. In the examples given
below (Table 5.3), some sense variations of the word are taken into consideration
to make distinctions among the senses implied by the word used in different lexical
collocation.

The examples presented above (Table 5.3) signify that with reference to the context
of use of words, it is not a difficult task to determine empirically which pairs of
words maintain a substantial amount of collocational relation between themselves.
The most commonly used formula is Mutual Information of Co-occurrence (MIC)
that compares the probability of two words occurring together as a regular linguistic
phenomenon with a probability of their occurrence as a result of chance. For each
pair of words, a statistical count is given where the higher is the score the greater is
the degree of collocationality. Thus, MIC helps us in the process of evaluation of the
patterns of lexical collocation in a language.

Empirical analysis of the types and patterns of lexical collocation in a language
has several advantages:

(a) It helps to extract all double-word units from a corpus and analyze their form
and function to be considered for dictionary making, technical translation, and
language education.

(b) Ithelps to group similar collocations of words together to identify their range of
sense variation to see if a word (W) generates a new sense due to collocation
with another word (W>).
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Table 5.3 Variation of sense due to lexical collocation
Word : kaca
POS : adjective
Meaning : “raw”
No. of senses  : 30+
Examples :
kaca phal “Unripe fruit” kaca mach ‘Raw fish”
kaca mamsa | “Raw meat” kaca it “Unburnt brick”
kaca rasta “Earthen road” kaca ghar “Mud house”
kaca katha “Initial talk” kaca bhasa “Obscene word”
kaca khisti “Slang word” kaca sabji “Green vegetable”
kaca matha “Young brain” kaca lok “Novice fellow”
kaca hat “New hand” kaca rasid ‘Primary draft”
kaca kaj “Useless work” kaca ran “Washable color’
kaca sona “Pure gold” kaca cul ‘Black hair”
kaca kath “Wet log” kaca ojan ‘Less weight”
kaca paysa “Easy money” kaca ghum ‘Incomplete sleep”
kaca bayas “Immature age” kaca mal ‘Raw material”
kaca mukh “Filthy mouth” kaca lekha “Poor writing”
kaca kala “Green banana” kaca yauban | “Early adulthood”
kaca jal “Unboiled water” | kaca hisab “Initial estimate”

(c) Itdirects us toward the phenomenon of semantic gradiance for conceptualizing

(d)

how words are able to fabricate new sense by new collocation (Leech et al.
1994).

It helps to identify the contextual differences underlying the use of synonyms.
For instance, although the English words strong and powerful are synonyms,
their MIC reveals notable differences. It is noted that strong collocates with
motherly, showings, believer, currents, supporter, odor, etc., while powerful
usually collocates with neighbor, tool, minority, symbol, figure, weapon, post,
etc. (Church et al. 1991).

(e) Ithelps to investigate the nature and patterns of grammatical association of two

synonymous words. For studying the nature of grammatical association of little
and small in the British National Corpus and the Lancaster-Lund Corpus, it
is found that while /ittle co-occurs with concrete, animate nouns (e.g., little
thing(s), little boy(s), little girl(s)), small co-occurs with nouns that indicate
quantity (e.g., small quantity, small amount, small number, small proportion)
(Biber et al. 1998: 94).

(f) It helps to reveal how cultural practice of a speech community shapes up a

combination of words in regular use by means of the marked usage of syn-
onymous forms. For instance, in Bangla, the words din ‘day’ and divas ‘day’
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are synonymous, but they vary notably in their patterns of collocation due to
some cultural issues and semantic connotations. While din mostly occurs with
colloquial words having a sense of informality (e.g., janma din ‘birthday,” kajer
din ‘working day,’ chutir din ‘holiday,” barsar din ‘rainy day’), divas occurs
with chaste words having a flavor of formality (e.g., Sramik divas ‘labor’s day,’
Sisu divas ‘children’s day, svadhinata divas ‘independence day,’ sahid divas
‘martyr’s day,” prayan divas ‘salvation day’, matr divas ‘mother’s day’).

Thus, analysis of collocations can show that words can have important differences
in grammatical and lexical association patterns, which interact in an important way
resulting differences in the patterns of their distribution across text registers (Evert
2009). In essence, any systematic analysis of examples of collocations collected from
corpus can show that nearly synonymous words are rarely equivalent in a sense when
considered in terms of their contextual distribution and lexical collocation patterns
(Fischer 2000).

In fact, information about the delicate differences underlying lexical collocation
patterns between two or more synonymous words has been an important input for the
learners in their way of learning a language at an advanced stage. It is useful for the
learners to know what kinds of lexical collocation are frequent in use in the language
they learn. Also, they should learn to apply these collocations in communication to
evoke appropriate impact on listeners. Information of collocation is equally useful in
dictionary making, language processing, translation, collocation database generation,
and language cognition. However, the most challenging task for non-native speakers
is that it is not easy for them to determine which collocations are significant ones to
be learned and applied in actual communication events.

5.5 Key-Word-In-Context

Identification and analysis of key-word-in-context (KWiC) is the another technique
of corpus processing where the primary goal is to identify the keywords in texts with
full reference to their contexts as a part of text display format. KWiC is widely used
at the time of processing a text in a corpus to understand the nature and theme of a
text with reference to the keywords.

From a technical point of view, the KWiC is the another technique of concordance,
which saves a researcher from looking up each and every occurrence of particular
words (or a combination of words) in a corpus to study how keywords are used in the
construction of a text. However, it differs from concordance in the sense that in case
of concordance, a word under investigation is the central focus of attention. In case
of KWiC, on the other hand, it is the larger environment or the contextual frame that
actually arrests our whole attention. In the first case, it is the word, and in the second
case, it is the neighboring words or context that are under scrutiny (Greenacre 2007).
Due to this difference in approach, it is better to call it as Context of Keywords (CoK)
rather than KWiC.
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Generally, in KWiC frame, a keyword is placed at the center of each line with
an extra space on either side of the keyword where the length of the context is
previously specified by an investigator. The interface displays an environment of
two, three, or four words on either side of the keyword located at the center. The
format of presentation varies based on the need of a research, as a computer system
may be asked to provide relevant citations according to the specifications previously
determined. In general, the tasks that a KWiC technique performs are the followings:

(1) Find out all the occurrences of keywords from a corpus, and
(2) Present results in an appropriate format defined by corpus users.

The choice of methods to find out the occurrence of keywords in a corpus is generally
made on the basis of processing efficiency of a system. The method of presentation,
however, forms a standard display option used in most of the concordance packages.
The KWiC registers some advantages over concordance as this display format allows
us to select which context to be read to detect the changes noted in a word. In essence,
the central block of a display occupied by a keyword keeps a reader’s eye in the best
position for scanning the lines and noting the contextual frames (Barnbrook 1998:
69).

Due to several display advantages, a KWiC technique adopts various display
options (e.g., varied length of KWiC format, sentence context, paragraph context,
whole text context) into its system of presentation. The option for variable length
format allows the adjustment of the size of the search of text, within which a keyword
is entered, in proportion to the size and display facilities provided on the monitor.
At sentence- and paragraph-level context, it simply places a keyword in a sentence
or a paragraph in which it occurs. The facility to browse all the contexts of a whole
text allows moving backward and forward from the point of use of a keyword and
permits one to access as much data required for checking the details about the usage
of the keyword.

Access to information from a corpus through KWiC technique helps in formulat-
ing different objectives in the linguistic description as well as in devising procedures
for pursuing these objectives. For instance, the execution of a KWiC program on the
Bank of English reveals that in English, the most frequently used verbs with reflexive
forms are the followings all of which involve ‘viewing’ as a part of representation or
proposition (Barlow 1996).

(a) Find: e.g., I always find myself in trouble.

(b) See: e.g., Better see yourself.

(c) Show: e.g., Show yourself the path.

(d) Present: e.g., Present yourself in the meeting.
(e) Manifest: e.g., It was manifested in itself, and
(f) Consider: e.g., I consider myself fortunate.

Information obtained from the British National Corpus through KWiC shows that
the verb manifest is mostly associated with third person neuter reflexives, whereas
the verb enjoy occurs with reflexive forms except for the neuter gender (Barlow
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1996). Using the same method, the distribution of verbs like amuse, please, lend,
remind, and others has been studied with examples from the British National Corpus
to mark their contexts of occurrence. It is observed that most of these verbs are not
very common in use and they have a special kind of affinity for reflexive forms.

A KWiC technique is quite useful in understanding the importance of context in
analysis of a piece of text, the role of associative words in sense variation, actual
behavior of words in context-bound situations, actual environment of occurrence of
various linguistic items, and the nature of contextual restrictions exercised in the use
of various language properties in speech and writing (Sardinha 1996). The KWiC
method is also found convenient and useful at the time of analysis of idiomatic
expressions, phrases, and clauses which require additional texts and contexts for
better understanding.

Because of many advantages, we like to think KWiC as a text in itself for examin-
ing the frequency of words occurring within environments of keywords. The striking
advantage of this technique is that linguistic knowledge of the patterns of use of
rare lexical items is much useful for moving language learners from intermediate to
advanced levels of linguistic proficiency (Fischer 2000). It is not that an entire load
of information that is extracted from the contexts is needed at every time, but learners
can utilize the information as and when required.

5.6 Local Word Grouping

The method of local word grouping (LWG) is another important way of process
corpus for analyzing texts. Unlike concordance and KWiC, this aims at throwing
lights from different perspectives on the patterns of use of multiword units, idioms,
set phrases, proverbial expressions, and similar linguistic forms in a text. It is noted
that LWG technique is useful in those situations where word order is an important
criterion for determining the semantic load of sentences, and where a semantic load
of an individual word is affected due to the presence of other words.

The LWG technique provides valuable information and insight to deal with the
functional behavior of constituents at phrase and clause level at the time of parsing
a sentence. The following examples (Table 5.4) taken from the British National
Corpus show that actual sense of the word time cannot be understood properly if the
entire length of the LWG is not taken into consideration, because each LWG stands
as a unique idiomatic or phrasal expression where each word of the LWG makes
contribution in generation of the total sense of the string.

A similar analysis on Bangla text corpus shows that while the Bangla non-finite
verbs are mostly followed by finite verbs, nouns are usually followed by postposi-
tions. Thus, usage patterns of Bangla verb groups and noun groups can be studied by
applying an LWG technique on a Bangla corpus. Moreover, these local groups can
be analyzed by using local information, which in return, supplies valuable contextual
clues for understanding their roles as idiomatic expressions, set phrases, and clausal
units.
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Table 5.4 LWG of time and its usage patterns in English

LWG

Examples

A matter of time

It was only a matter of time before this happened

At a time

He took the stairs two at a time

At this moment in time

At this moment in time, it looks like the business will have to fold

All the time

I get the two of them mixed up all the time, they are so similar

At the same time

I can’t really explain it, but at the same time, I am not convinced

By that time

By that time we arrived, the other guests were already there

For the time being

The sale has been canceled for the time being

From time to time

This restaurant is pretty good. I come here from time to time

In no time

The video has sold fifty thousand copies in no time

In the meantime

In the meantime, the shares will continue to trade on the open market

Time and again

I have noticed him doing it time and again

Time after time

The camera produces excellent results time after time

Many a time

Many a time they had gone to bed hungry

Many times over

He will live to regret it many times over

What kind of time

What kind of time are you looking at to get this started?

The information extracted from LWG is equally useful for dissolving lexical ambi-
guities. Ambiguity may arise from associations of various lexical items within a larger
local context (Miller and Leacock 2000: 156). That means understanding the finer
shades of meaning is mostly related to the association of specific constituents which
combine together to form LWG of different frames and types. This also suggests that
the finer shades of meaning are usually conveyed by the internal relations underlying
between the constituents along with their distributions in different contextual frames.
For instance, it is observed that for many compound words, idioms, and phrases, the
meanings that are denoted by a particular association of words cannot be found from
meanings of individual words put together. Therefore, for understanding as well as
for translation of multiword units, meanings of related words should be grouped
together. And this can be derived in a more useful manner from the application of
LWG technique on a corpus (Greenacre 2007).

5.7 Lemmatization of Words

The term lemma refers to the basic form of a word disregarding its grammatical
change it undergoes due to tense and plurality (Biber et al. 1998: 29). Thus, kill is
a lemma for all the forms made (e.g., kills, killed, killing, killer) from it through
the application of various processes of affixation and inflection. In case of irregular
forms, it is an advantage to put all the morphologically irregular forms under single
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lemma for further linguistic analysis. For example, forms like go, went, gone can be
put under GO, while forms like am, is, are, was, were should be put under BE.

The process of lemmatization involves identification of words which are used in
suffixed and inflected forms in texts, removal of suffix or inflection parts, and reducing
them to their respective lemmas, which are also known as headwords that we look for
when we look up words in a dictionary. For various works of text processing (e.g.,
statistical frequency counts, numerical sorting, concordance, lexical collocation)
lemmatization is a useful method by which we group together different inflected
forms of a word, so that, all inflected (and variant forms) are collectively displayed
under one lemma (Barnbrook 1998: 50).

Lemmatisation is one of the highly useful techniques in corpus-based language
research and application. In the area of vocabulary study and dictionary making,
it gives helps to produce frequency-based lemma lists as well as distribution infor-
mation of lemmas for inclusion in the database (Sanchez and Cantos 1997). There
are corpora of English and other languages where the process of lemmatization has
been used quite successfully to retrieve important lexical data and information for
various linguistic works. For instance, the SUSANNE Corpus includes lemmatized
information for all lexical items, and lemmatized forms are displayed parallel to
actual words in a vertical format along with part-of-speech and syntactic informa-
tion (Beale 1987). Similarly, a part of the Brown Corpus contains lemmatized forms
of English words along with detailed lexical and grammatical information within a
single display format. Also, the CRATER Corpus of English, French, and Spanish
(McEnery and Wilson 1996: 43), the Frankenstein Text (Barnbrook 1998: 51), the
American National Corpus, the Spanish Text Corpus etc., are lemmatized to identify
what kind of inflection the words do have when these are used in texts. Till today,
there is not a single lemmatizer available for the Indian languages corpora although
scholars have made claims for developing this tool for some of the Indian languages
(Sarkar and Bandyopadhyay 2012; Chakrabarty and Garain 2016; Chakrabarty et al.
2016).

There is free software available which may be successfully used for lemmatiz-
ing words in a text. However, since most of the software are meant for non-Indian
languages, their applicability on Indian language texts is not beyond doubt. On the
other hand, since there is no working lemmatizer available that can work for Indian
languages, we have no idea how inflected words in the Indian languages can be
lemmatized and how these words would behave when the process runs on Indian
language texts. To explicate the concept, a standard Bangla sentence is cited below
(Table 5.5) where all suffixed and inflected words are arranged in lemmatized forms
along with information of their parts-of-speech and meaning.

Through lemmatization, it is possible to extract all possible suffixed and inflected
forms of a word from a text and put them under a single lemma. For instance, it
is possible for a dictionary maker to assemble together all suffixed and inflected
forms of a word searching through the whole corpus and classify patterns of suffixa-
tion and inflection accordingly for further actions. If it is done manually, it takes
decades to complete a handful of words. Moreover, the task becomes complex,
tedious, monotonous, time-consuming, and error-prone.
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Table 5.5 Example of lemmatization of words from a Bangla text

Bangla: jatiya rajnitir aninay ei pharak katata sarkarer subidhe ba asubidhe
karbe ta rajnaitik bislesakerai balte parben.

English: The political analysts can only say how this difference will create
advantage or disadvantage for the government on the arena of
national politics.

Lemma Surface form Morphology POS Gloss
jat jatiya jat+1ya ADJ national
rajnti rajnitir rajniti + -(i)r NN politics
anina aninay anina + -(a)y NN arena
ei ei ei PN this
pharak pharak pharak NN difference
kata katata kata + -ta PN How much
sarkar sarkarer sarkar + -er NN government
subidhe subidhe subidhe NN advantage
ba ba ba IND or
asubidhe asubidhe asubidhe NN disadvantage
kar karbe kar + -be FV Will do
ta ta ta PN that
rajnaitik rajnaitik rajnaiti + (-i)k ADJ political
bislesak bislesakerai bislesak + -era + -i NN analysts
bal balte bal + -te INF To say
par parben par +-b +-en FV Will be able

5.8 Conclusion

The majority of corpus processing tools, systems, and techniques that are available in
market or Internet are made for advanced languages like English, Portuguese, French,
German, Spanish, Swedish, Dutch, Finnish, Chinese, and Japanese (Biber and Jones
2009; Delorge 2009; Evert 2009; Fischer 2000; Greenacre 2007; Gries 2009; Gries
and Divjak 2012; Heylen 2005; Hoffmann 2011; Hox 2010; Johnson 2008; Reif et al.
2013; Wulff 2009). Although these tools and techniques are theoretically applicable
to any natural language, in reality, these need to be modified to a large extent before
they become useful for the Indian language texts. Modifications are required due to
differences existing between the Indian languages in one hand and the other languages
on the other hand. Some of the tools may be useful for the Indian language texts
if necessary changes and modifications are incorporated into them. Even then, the
application of these techniques on the Indian language corpora may not yield expected
results due to many linguistic and technical reasons.

Therefore, the best solution is to design indigenous corpus processing tools and
systems for the Indian language texts separately. These may differ in approach and
methodology adopted for the other languages. The advantage of the systems is that
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these are to be designed keeping in view the techniques used for other languages
and the basic nature of the Indian language texts. This may lead to the development
of better systems as the tools will combine the sophistication of existing techniques
with peculiarities of the Indian language texts.
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Chapter 6
Corpus as a Primary Resource for ELT ez

Abstract In this chapter, we argue in favor of teaching English as a second language
to the non-native learners with direct utilization of English Language Corpus (ELC).
Keeping various advantages of ELC in view, we address here some of the issues
relating to the application of ELC as a primary resource of language data and infor-
mation to be used in the English Language Teaching (ELT) courses for the students
who are learning English as a second language. We also discuss here how the learners
can access and refer to both speech and text data of ELC in a classroom situation
or in a language laboratory for their academic activities. The proposed strategy is
meant to be assisted by a computer and based on data, information, and examples
retrieved from present-day ELC developed with various text samples composed by
native English speakers. The method will be beneficial to the learners if it is used with
careful manipulation of tools and techniques used in advanced ELT that advocates
utilization of empirical linguistic resources to empower learners. Finally, we argue
that the utilization of relevant linguistic data, information, and examples from ELC
will enhance the linguistic skills and efficiency of the English learners much better
ways than our traditional ELT courses do.

Keywords Interactive ELT - Data-Driven ELT - ELT learners as researchers
Error correction in ELT + Learning sense variation of words in ELT
Learning stylistic variations in ELT

6.1 Introduction

In recent years, English Language Corpora (ELC) of British English or American
English are directly utilized as a primary resource in English Language Teaching
(ELT) in several non-English countries like China, Japan, Brazil, Saudi Arabia,
Malaysia, Singapore, Thailand. In modern ELT courses, the ELC is considered indis-
pensable because they are providing reliable, authentic, and verifiable data, examples,
and information that are hardly obtainable by any other means. The most important
aspect of this scheme is that these corpora are citing excellent examples of present-day
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English occurring in diverse contexts and varied situations, the reference of which
makes learners strongly equipped to absorb finer aspects of language use in varied
communicative situations. In fact, the very idea of ELT without reference to ELC
appears to be unscientific, because ELCs are giving opportunities to the learners to
enrich themselves with present-day English in several directions and diversions. In
essence, data and information obtained from ELC provide valuable complementary
perspectives toward the traditional linguistic principles of ELT (Biber 1996).

Keeping such advantages in mind, in the following sections of this chapter we
address the issues relating to the application of ELC as a primary resource of language
data and information in ELT courses for the Indian learners. In Sect. 6.2, we try
to justify the rationale behind adopting this new method of ELT; in Sect. 6.3, we
introduce the method of interactive ELT where the learners have more active role to
play in the process of learning English; in Sect. 6.4, we discuss in brief the basic
method of data-driven ELT in which the ELC is the most trusted source of data and
information; in Sect. 6.5, we discuss the concept of ELT learners acting as language
researchers; in Sect. 6.6, we describe the process of error correction in ELT with
reference to ELC; in Sect. 6.7, we discuss how teachers and students can learn sense
variation of words with direct reference to ELC; and in Sect. 6.8, we propose how
teachers can use various types of English texts to teach stylistic variations to the ELT
learners.

In this scheme, the Indian learners are allowed to access and refer to ELC (both
speech and text data) directly in the classroom situation or in the language laboratory.
They are also allowed to utilize relevant linguistic data, information, and examples
from ELC to enhance their linguistic skill and efficiency in English, both in speech
and writing. For them, the ELC is a large storehouse of data and information of various
types of the modern English language that supply wider empirical perspectives to
their mission of learning English.

6.2 The Rationale

There are numerous core domains of first language teaching (FLT) and second lan-
guage teaching (SLT) where the present-day ELC is utilized to address various lan-
guage teaching requirements (Botley et al. 2000; Granger et al. 2002). In ELT, the
ELC is most often used for the following reasons:

(1) The traditional intuition-based ELT text materials are often found to be mis-
leading, wrong, and fabricated. They contain intuitively invented examples,
which normally overlook and ignore the important aspects of usage, and fore-
ground less frequent stylistic choices at the expense of more frequent ones.

(2) The ELC-based ELT materials are more reliable and authentic because these are
developed from those corpora which contain data, information, and examples
of the real-life use of English. The common choices of linguistic usage are
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given more attention and preference than those which are less common and
rare in usage (Kiibler 2002).

(3) The varieties of examples compiled from present-day ELC are directly used
to train the learners about the kinds of English language they will encounter
when they are freed to interact in real-life situations.

(4) The citations to the actual use of words, phrases, and sentences derived from
the ELC are supplied to the learners to train them about the patterns of use of
these items in modern English.

(5) The ELC reveal the range of patterns of English use that the learners should
assimilate. They are also presented with frequency information about the use of
various linguistic items which become important in lexical choice with regard
to learning graded vocabulary in English.

(6) Evenwithin traditional ELT model, the ELC can supply valuable information to
learners with regard to the usage patterns of lexical collocation in understanding
the patterns of word use in modern English texts (Gavioli 2004).

(7) The ELC empowers the learners to assimilate various issues of English gram-
mar such as the principles that control the use of idiomatic and set expressions,
the rules that control the distribution of lexical items and their semantic rela-
tions, the network of lexis, and the grammar underlying the surface structure
of clauses and sentences.

(8) The ELC makes the advanced learners competent to understand the context-
based use of words, set phrases, and idioms as well as help them explore
variations of usage of English words and terms across different registers and
text types.

(9) The ELC supplies the linguistic and extralinguistic information that contributes
toward overall growth of linguistic competence of the learners at primary and
advanced levels.

(10) The ELC is useful for looking critically at the existing ELT text materials.
Studies showed that there is a considerable amount of difference between
what traditional ELT text materials teach and how native speakers actually use
the language (Ghadessy et al. 2001).

It has been noted that the advanced ELT textbooks which are based on data taken
from ELC usually refer to the most common and frequent choices of linguistic
constructions over the rare ones (Hunston 2002: 176). Thus, the direct utilization of
information from ELC in ELT radically alters the designing of text materials of ELT
and perhaps the discipline as well (Barlow 1996). Moreover, in recent years, we have
also noted that there has been an increased interest in corpus-based ELT application
for large-scale assessment and in-class instruction (Mukherjee 2002). This has been
possible due to the following reasons:

(a) A significant increase in availability of computer and ELC in academic sectors
starting from the elementary to the university level.

(b) A notable improvement in ELT methodology for incorporating advanced
resources and tools for Natural Language Processing to assess, evaluate, and
improve the skill of the learners.
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Fig. 6.1 Contribution of ELC for non-native learners in ELT courses

Since these have remained instrumental in helping both the primary and the
advanced learners in ELT, the corpus-based approach has shown an inclination to
incorporate both English speech and text corpora for input and output work in ELT
(Dash 2007) as the following diagram shows (Fig. 6.1).

There are however some limitations with respect to direct utilization of ELC
in classroom situations, most of which related to resource manipulation, technical
know-how, and trained teacher. Scholars have identified some relevant constraints in
direct utilization of ELC in ELT, such as ‘the level of experience of learners, paucity
of time, curricular requirements, knowledge and skills required of teachers for corpus
analysis and pedagogical mediation, and access to resources such as computers and
appropriate software tools and corpora, or a combination of these’ (McEnery and
Xiao 2010). Keeping these limitations in mind, we shall show how ELC may be used
as a primary resource in ELT in the following sections.
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6.3 Interactive ELT

The ELC directly contributes to computer-assisted interactive ELT, a method that is
more effective than our traditional methods of ELT (Kettemann and Marko 2002). In
this method, the learners are directly exposed to the speech part of the ELC stored in
computer and through an interactive mode they access, utilize, and refer to varieties
of speech data to learn the patterns of verbal communication, use of accent in speech,
variation of pitch, patterns of intonation, use of various suprasegmental properties
like juncture, pause, length, rules of mediation, strategies of negotiation, task-based
speech variation, turn-taking organization in speech, dialogic interactions, use of
phatic function, use of addressing terms, context-based speech variations, commu-
nicative competence, dynamic use of speech, spontaneous production of speech, use
of everyday lexis in speech, use of nonstandard grammar, stylistic variations, pat-
terns of interactive discourse, nature of language as action, variation of formal and
informal speech, management of public space in speech, and fruitful use of silence
in speech. All these aspects are integrated parts of communicative skill of ELT and
the best way of learning is to use the speech corpus of the ELC.

On the other hand, the utilization of text data from ELC helps the ELT learners to
learn many things of written English, such as method of building up written commu-
nication, use of standard grammar in writing, knowledge of grammatical complexity,
lexical variety in texts, lexical usage in texts, usage of collocation, narrative varia-
tions in text, drafting and rewriting a text, difference between formal and informal
writing, monologic organization of texts, synoptic structure of text content, use of
‘prestige’ lexis, stylistic variations of texts, patterns of argument structuring, usage
of idioms, phrases, proverbs and other figurative expressions, process of logical text
composition, and the method of information packaging in a text.

Such advantageous usage of ELC makes the learners enthusiastic about English
and its properties they are meant to learn, and they probe deep into the texts to explore
the intricate patterns of use of various elements in the language. Obviously, their
curiosity about the colorful use of language properties is triggered, and they satisfy
their curiosity directly from the ELC instead of depending on secondary sources like
textbooks, reference books, guidebooks, dictionaries, grammars, and teachers.

Some experiments have been carried in some interactive ELT courses on part-of-
speech learning, and these experiments have produced highly encouraging results.
The learners are first divided into two main groups: One group is given direct access
to ELC while the other group is taught through traditional lecture-based method
without reference to ELC. The results obtained from the experiments showed clearly
that throughout the course, the learners who are allowed to access ELC by themselves
performed far better than the learners taught via traditional lecture-based method
(McEnery et al. 1995). In another experiment, it has been observed that the direct
exposure to ELC to the advanced learners about the rudiments of the grammar of
English yields far better result than those taught through traditional lecture-based
method (McEnery and Wilson 1996: 105). The results of such experiments help us
argue in favor of using interactive ELT systems for the Indian learners based on ELC.
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6.4 Data-Driven ELT

In data-driven ELT, the learners are allowed to act as ‘language detectives’ under the
guidance of instructors (Johns 1997: 101). Theoretically, this approach is based on ‘3
I’s (illustration—interaction—induction) where ‘illustration’ refers to looking at real-
life language data, ‘interaction’ refers to the act of discussing and sharing opinions
and observations, and ‘induction’ refers to making one’s own rule for a particular
feature, which ‘will be refined and honed as more and more data is encountered’
(McEnery and Xiao 2010: 365; Carter and McCarthy 1995: 155). The learners may be
allowed to discover themselves the real use of various linguistic items and properties
from the ELC while they are learning the language through corpus. Since ELC is a
good resource to reveal both the known and unknown linguistic features, the learners
can identify many interesting examples and patterns of their own choice, which are
not noticed previously, not mentioned in the textbooks or ignored by their instructors.
That means the efficiency of the learners will noticeably improve while they search
the contexts of linguistic usages through the ELC to deduce meaning and usage
patterns of words, idioms, and phrases, etc., used in various English texts.

The strategy may be adopted in this method usually will set up situations in
which the learners will be asked to find answers to the questions relating to usage
of English words by studying a part of the ELC presented before them in the form
of concordance, collocation, or keyword search. Besides, they may be allowed to
access the ELC to address regular as well as rare issues of English word usage to
develop their efficiency by way of using linguistic information from the ELC. For
instance, since most of the learners falter in the correctness of use of the in English
writing, they may be allowed to explore an ELC (e.g., the Bank of English, the British
National Corpus, the American National Corpus, etc.) to find out the most common
and the rare usages of the. They may also be instructed to isolate sentences where
the article is found to be used and classify them according to the functional variation
of the article. This will enhance the English skill of the learners in two ways:

(a) They will become inquisitive to explore themselves how the article is used in
texts composed by native English speakers and

(b) Errors, if any, they make in their way of interpretation will be verified and
corrected with direct reference to the usages in the ELC rather than by their
instructors.

Recent research on data-driven ELT has been stressing on encouraging the learn-
ers to design their own corpus investigation strategies rather than being monitored
by their instructors. If we can apply this strategy then the learners will be allowed to
utilize the facility of searching through the ELC by themselves to follow up inter-
esting observations, they may come across in the corpus. This ‘discovery learning’
(Bernardini 2002) is, however, most suitable for the advanced learners who are try-
ing to fill up the gaps in their knowledge about English rather than laying down the
foundation stone in it.
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6.5 ELT Learners as Researchers

The training value of ELC is widely recognized in turning the primary ‘English
language learners’ into advanced ‘English language researchers.” An example of
this method is recently exhibited by Mark Davies at the Illinois University, USA. To
teach the ‘Variation in Spanish Syntax’ in class, the advanced students (mostly high
school teachers) are provided with several corpora of Spanish and search tools like
Google to carry out their own research on a wide range of topics relating to syntactic
variation in Spanish. The learners, as a result of this experiment, came out with many
new and unique queries that are never raised or addressed in textbooks or reference
materials.

Recent works on ELT have argued that ELC is the best resource to convert pri-
mary language learners into advanced language researchers based on the following
assumptions (Kirk 2002):

(a) The ELT learners, in some sense, are advanced students, because they have
already acquired mastery over their mother tongues or the first languages (L1).

(b) The advanced learners can enhance their linguistic skill in English by them-
selves by way of direct access to ELC. They hardly need guidance from their
instructors.

(c) Theadvanced learners can carry out their own research on topics of their interest,
rather than in-class activities designed by their instructors.

(d) The research works are normally related to advanced issues of syntax and gram-
mar rather than the basic linguistic patterns and usages of English sounds and
morphs.

(e) The advanced learners can build up their research works on large ELC rather
than depending on small samples of English texts provided by their teachers.

We suggest for following this method for the advanced ELT learners so that they
are trained enough in the class with the ‘methodologies’ for carrying out their own
research activities on ELC. The training may involve issues such as learning to carry
out a specific linguistic search on ELC, making a hypothesis about the linguistic
item(s) in question, testing some hypotheses with examples from ELC, validation or
reformulation of earlier hypotheses with reference to the examples taken from ELC.
If required, they may be permitted to use several corpora of various length and types
along with some search engines to carry out their own search activities on a wide
range of topics of their interest on English lexis and grammar. In this case, at least,
our main goal is to convert the primary learners into advanced researchers so that
they are free to follow the correct methodologies in order to make valid claims about
their mastery over the language they are learning.
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6.6 Error Correction in ELT

The English texts composed by learners are an important resource for a variety
of reasons relating to ELT (Barlow 2000). In fact, systematic analysis of this data
can provide reliable evidence to estimate the linguistic skills and efficiencies of the
learners as well as to identify the errors and deficiencies they make in the process of
their learning. Also, systematic analysis of texts produced by the learners can yield
necessary information to redesign the text materials to improve linguistic skills of
the default learners as well as to take necessary measures for enhancing their writing
and speaking efficiencies. In fact, with this particular goal, the International Corpus
of Learner English (ICLE) has been generated, which contains extracts of writings
produced by the learners of different countries who are learning English as a second
language (Granger et al. 2009). The corpus is exhaustively analyzed to know-how
the learners acquire efficiency in English or lack of linguistic skills in speaking and
writing English. Eventually, their errors are tested and corrected with reference to
ELC.

This signifies that within the area of ELT, the corpus that is made with texts
produced by the learners can have tremendous potential to be used as useful databases
for identifying efficiencies and errors of the learners in learning English. The findings
obtained from analysis of such corpora may be used for improving ELT text materials
and language teaching techniques as well as for providing necessary remedies to
improve English skills of the learners.

6.7 Learning Sense Variation of Words in ELT

Recent corpus-based approaches to ELT have asked for establishing a clear objective
criterion toward the semantic study of words. It has been argued that the actual
meaning of words used in texts may be derived from the contexts in which they
actually occur (Schiitze 1997: 142). If this argument is acceptable, then we should
make an attempt to find out information regarding the meaning of words from the
ELC, which may lead the learners to comprehend meanings of the English words
correctly (Mindt 1991).

Traditionally, meanings of English words are taught to the learners based on the
information collected from a dictionary or from the intuitive knowledge of English
teachers. This strategy has been proved erroneous since the reference to ELC reveals
that meaning variations of English words are actually associated with numeral char-
acteristically observable contexts which are not possible to capture unless one refers
to a corpus. Not only words and terms, but also compound words, multiword units,
idiomatic expressions, and set phrases used in English texts require relevant contex-
tual information for the proper understanding of their meanings.

This signifies that reference to the context of occurrence of English words and
other linguistic forms compiled within the ELC may provide the learners with an
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An individual is capable of both | great | compassion and great indifference.
Friendship is a | great | the thing in the world.
He lived to a | great | age of his life.
His | great | uncle was a pilot for British Airways.
If you love your life it makes up for a | great | many things you lack.
Love and magic have a | great | deal in common.
Men worry over the | great | a number of diseases.
Rainy season is not a | great | one for travelling.
Sex is a | great | thing provided you know the tricks.

The temptation is a | great | treason: to do right deed for wrong reason.

The universe is a | great | deal bigger than I am.
They do not face a | great | the problem in dealing with them.
This debate made a | great | hole in their friendship.
This has become a | great | survival trick of our species.
To a | great | extent it was the policy we supported.
Our civilization progressed due to the | great | discovery we made.
We had a | great | time at his birthday party.
We must be the | great | arsenal of democracy.
You are a | great | idiot I have ever seen.
You should take | great | care for your infants.

Fig. 6.2 Showing sense variation of ‘great’ from the BNC through concordance

empirical basis for deciphering finer shades of word meanings. By looking at multi-
faceted contexts of use of words in ELC, the learners will be able to understand that
a ‘fuzzy’ concept of word meaning is a better option in sense decipherment because
there is no clear-cut boundary between the related meanings of words (Leech et al.
1994). They will also realize that the ‘gradiance’ of word meanings is actually con-
nected to the frequency of use of particular meaning in a particular context within a
piece of text.

It is found that direct reference to ELC can help the learners to understand polyse-
mous nature of many English words that denote multiple senses due to the variation
of contexts of their usage. In some recent experiments, it has been shown that the
number of sense variations that show up in ELC far exceeds the number of senses pro-
vided in English dictionaries Fillmore and Atkins 2000). Also, it has been observed
that learners can understand the polysemous nature of English words in a far better
way if all the usage variations of words are extracted from ELC and presented before
the learners in the form of a concordance list that captures the contexts of their usage
(Fig. 6.2). It helps learners to find out multiple sense variations of English words as
well as to identify actual senses of words to trace similar words from their mother
tongues.

Although the problem of sense discrimination of polysemous English words has
been one of the major challenges in ELT for years, the scheme proposed in WordNet
gives a good amount of happiness to the learners as it shows how senses are interfaced
(Miller et al. 1993). It becomes more useful to them when new figurative senses
originate from unknown sources. Since the figurative usage of words is pervasive
in a natural language, the core meaning of words becomes almost non-functional
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to evoke a new meaning intended by native users (Pustejovsky 1991). In case of
corpus-based ELT, this problem is tackled by the following four possibilities:

(a) Listup all the sense variations of words noted in corpus in a dictionary of word
meaning,

(b) List up frequently used senses of words and employ a generative mechanism to
refer to new senses produced by words,

(c) Develop strategy by which learners can identify new meanings and relate these
to the original meanings of the words,

(d) Teach learners to analyze words collected in corpora to distinguish literal mean-
ings from the non-literal meanings of words.

Since the figurative use of words is a common feature in English (in other natural
languages as well), the strategies proposed above may be useful to a great extent.
We, therefore, suggest for identifying figurative senses of words directly from ELC
that stores necessary data for the learners to understand the feature. Logically, a
direct reference to ELC will illuminate the learners about the basic concepts of lit-
eral meaning, metaphor, metonymy, polysemy, and context-sensitive meanings of
English words as well as their mutual interfaces that trigger figurative senses. The
ELC will provide necessary data and information to the learners to capture the prag-
matic factors based on which figurative senses are generated. Moreover, ELC will
supply them specific linguistic cues to explore the nature of figurative usage, study
their frequency of occurrence in texts, measure the reliability of usage, and evaluate
the patterns of semantic generativity of words. Furthermore, ELC will supply the
evidence to trace the effect of domains, discourse, and genre in generating figura-
tive senses. Finally, ELC will provide them valuable insight to construct cognitive
psychological methods to interpret the figurative senses of words used in English
texts.

6.8 Learning Stylistic Variations in ELT

The availability of ELC containing samples of the text of different genres, domains,
authors, and media opens up new possibilities for the learners to study stylistic
variations in English. In advanced ELT courses, the learners are exposed to individual
text types or sample texts written by authors with specific stylistic features. For
instance, learners may be trained to find out basic stylistic differences reflected in
texts composed by the writers of one generation with that of another generation,
while some others may be instructed to find out how the writings of one group
of writers stylistically differ from the writings of another group. Such training on
comparative stylistic interpretation is possible only when the learners are allowed
to access synchronic and diachronic ELC that represents various stylistic features
considered relevant in ELT.

Although traditional teaching materials of ELT contain broader issues of stylistics
related to genre, a large number of modern ELT materials deal with stylistic features
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of specific traits reflected in certain text types. For instance, the learners may be
taught to differentiate how English used in newspapers stylistically varies from the
English used in scientific texts. Such teachings, however, require relevant corpora
from both text types for faithful analysis and observation. The ELC enriched with
samples of different texts may be used as a resource for the advanced learners. At the
initial stage, the learners are allowed to access the ELC tagged with stylistic features,
to begin with, simple general comparisons about the differences in text samples. By
way of comparison, they will augment their knowledgebase about stylistic differences
manifested in various English texts.

ELC made with different text types are also useful for studying the variation of
styles and defining particular styles of writing of a particular author. The learners
can use ELC made with the writing samples of a particular author to identify the
degree deviation by which the author leans toward various ways of putting linguistic
texts (e.g., technical vs. non-technical, choice of vocabulary, long sentences vs. short
sentences, the formal vs. informal manner of narration, etc.). This will make them
aware not only about the style of writing of a particular author but also understand
the styles in which a native English author usually composes the texts.

6.9 Conclusion

In this chapter, we have tried to show how ELC may be used in ELT course for the
learners who are learning English as a second language. In a systematic way, we have
tried to argue how ELC may be utilized as a resource to be directly accessed by learn-
ers in their way of learning English in a classroom situation. The proposed strategy
is meant to be assisted by a computer system and is based on data, information, and
examples retrieved from the present-day ELC developed with various text samples
composed by native English people. The strategy will be beneficial to the learners if
used with careful manipulation of tools and techniques used in advanced ELT courses
that advocate for the utilization of empirical linguistic resources to empower learn-
ers. This corpus-based approach becomes highly suitable in the present situation of
India where English is used as a ‘lingua franca.’

In recent years, the introduction of ELC in ELT course has made a remarkable
breakthrough that leads toward modification of systems and resources traditionally
used in ELT. But the most unfortunate thing is that, in comparison with other, Indian
learners lag far behind in corpus-based ELT method. We have never come across
a situation where Indian learners are taught through corpus-based method. Since
there is no scope for speculation about the application relevance of ELC in ELT,
the time has come to redirect our attention toward this new approach to rejuvenate
the discipline with new lease of life. The learners will not only benefit from this
method but also will excel in English when they are put into competition with fellow
competitors from other countries. However, before we adopt this method we should
make attempt to procure large corpora of British English and American English to
be used in ELT courses.
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Chapter 7
Corpus as a Secondary Resource for ELT oo

Abstract In this chapter, we propose for utilizing English Language Corpus (ELC)
as a secondary resource for developing English Language Teaching (ELT) mate-
rials for teaching English to non-native learners. We argue for using ELC as one
of the most authentic representative collections of modern English language from
where we can extract necessary linguistic data, appropriate information, and suitable
examples to develop some of the basic as well as additional resources of ELT, such as
textbooks, reference materials, syllabuses, grammar books, dictionaries, and termi-
nology databases, for the learners. Keeping the requirements of individual learners in
mind, we also propose for customizing the materials to make these maximally useful
within the broader scheme of computer-assisted language teaching (CALT) method.
In our view, the ELT resources developed from the ELC can be far more useful for
the learners, because the ELC represents diversified varieties of usage of modern
English in real life situations, which the learners need to assimilate to be at par with
native speakers across the globe. Also, ELC-based ELT resources can be far more
interesting and beneficial to the learners if the ELT instructors carefully utilize these
resources keeping in mind the requirements of specific learners. If the ELT learners
want to compete in the global frame, then utilization of ELC-based ELT resources
is the most useful solution, which we can ignore at the cost of our own peril.

Keywords Corpus - Primary resource - Secondary resource * Dictionary
Grammar - ELT learners - Idioms

7.1 Introduction

During last few years, we have noted that the English Language Corpora (ELC), due
to their high representational value is used as one of the most reliable resources for
English Language Teaching (ELT) at different levels of proficiency of the learners
(Biber 1996). In fact, the idea of teaching English without reference to ELC has
become a non-reliable proposition, as data, information, and examples obtained from
ELC provide authenticity and reliability in the entire process of teaching English.

© Springer Nature Singapore Pte Ltd. 2019 105
N. S. Dash and L. Ramamoorthy, Utility and Application of Language Corpora,
https://doi.org/10.1007/978-981-13-1801-6_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1801-6_7&domain=pdf

106 7 Corpus as a Secondary Resource for ELT

This inspires scholars to utilize the ELC in different ways for teaching English to the
learners (Botley et al. 2000; Granger et al. 2002). In most cases, the ELC is used
for selecting common choices of linguistic usage over those that are less common
or less frequent in use in English (Kiibler 2002). Also, the ELC is used to revise
our traditional ELT text materials as these resources usually contain imaginative
information the descriptions of which largely differ from the actual use of English
noted in ELC.

In principle, all ELT materials should be maximally empirical and usage based,
because this is what the learners need to learn. In this case, ELC becomes highly
relevant as it provides a wide variety of attested patterns of empirical usage of lan-
guage elements the learners need to assimilate. Therefore, ELC is an indispensable
resource in designing ELT syllabus, textbooks, and course materials (Barlow 1996).
Since ELC-based texts refer to more common and frequent choice of words over rare
ones, the learners gather valuable information regarding the texture and structure of
patterns of use of words in English (Gavioli 2004). Keeping in view the multiple
advantages of ELC in preparation of basic and additional ELT materials for English
learners, in this chapter, we discuss about using the ELC as a secondary resource
for retrieving data, information, and examples to develop ELT textbooks, bilingual
dictionaries, dictionary of idioms, phrases and proverbs, and grammar books for the
Indian learners.

In Sect. 7.2, we make a distinction between ELC as a primary resource and
ELC as a secondary resource; in Sect. 7.3, we discuss how ELC may be used for
developing ELT textbooks; in Sect. 7.4, we propose for developing corpus-based
digital bilingual dictionaries between English and Indian languages; in Sect. 7.5, we
propose for compiling corpus-based dictionary of idioms, phrases, and proverbs; and
finally, in Sect. 7.6, we suggest for developing corpus-based ELT grammar books
for English learners. We argue that until and unless these resources are developed
from ELC, the teaching of English to the English learners will not be much useful
and beneficial.

7.2 Primary Resource Versus Secondary Resource

In our view, the ELC available in digitized and processed form can be highly useful
and effective both as a primary and a secondary resource for teaching English to
the learners. When we envisage ELC as a primary resource, we visualize learners
engaged in extracting relevant linguistic data, examples, information from ELC and
using them directly in their classroom learning activities for enhancing their linguis-
tic knowledge and communication skills in English (Johns 1997). In this scheme,
teachers and learners can jointly access ELC directly in classroom teaching situations
(Dash 2011).

On the other hand, when we envisage ELC as a secondary resource, we visualize
ELC as an authentic source of widely varied source of linguistic data, examples,
and information wherefrom ELT materials can be produced to be used by learners
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Fig. 7.1 Use of ELC in ELT
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(Granger et al. 2002). In the first scheme, which we have addressed in the earlier
chapter (Chap. 6), both teachers and learners can access ELC directly in a classroom
situation. In the second scheme, which we address here, ELC is a database to be
utilized for developing ELT textbooks, bilingual dictionaries, reference materials,
and grammars for learners (Hunston 2002). The two-way utilities of ELC may be
visualized from the diagram given below (Fig. 7.1).

When we visualize ELC as a secondary resource, we want to utilize ELC as
a huge and varied storehouse of linguistic data, information, and examples from
where all kinds of ELT materials may be produced as the ‘knowledge-bank‘ for
the learners (Granger et al. 2002). In this scheme, all kinds of ELT textbooks,
dictionaries, reference materials, and grammar books are to be developed for the
learners (Hunston 2002). Also, it is to be used for developing useful teaching aids,
such as word formation patterns, collocation list, concordance list, which may be
used by learners as off-classroom reference materials. The two-type utility of ELC
as a secondary resource may be visualized from the following diagram (Fig. 7.2).



108 7 Corpus as a Secondary Resource for ELT

7.3 ELT Text Books

The ELT textbook developers can design course materials in an effective way by
using ELC, because ‘language looks different when we look at a lot of it at once’
(Sinclair 1991: 100). The textbooks may be called corpus-based textbooks, which are
meant to be based on data and information retrieved from ELC (Sinclair and Renouf
1988; Wills 1990). It refers to a method that differs from conventional syllabus in the
sense that its central theme is nothing but ‘organization of lexis’ in a piece of text. In
a simple sense, it makes sense to teach the frequently used words found in ELC to
learners, since the aim of ELT is to project on common words, their central patterns
of usage, and their combination of all types (Sinclair and Renouf 1988: 148). As we
do not endorse the traditional practice of acquiring a large vocabulary, especially,
at the initial stage of learning, we argue for making full use of common words a
learner needs to learn at a particular stage of learning. There is far more general
utility in showing the usage and distribution patterns of a few frequently used words
than adding new or less known words in the basic vocabulary of learners (Sinclair
and Renouf 1988: 155).

Within this frame, our argument is that if learners are taught with textbooks made
with frequently used English words along with their patterns of distribution and
usage, learners will acquire a better knowledge of modern English. When they learn
the texts, they learn the most common usage patterns of the most frequently used
English words, and thus, they succeed to cover the central structure of the modern
English. For instance, the British National Corpus and the Bank of English shows
that the most frequent use of the English verb ‘make’ is found in combinations, such
as make noise, make decisions, make discoveries, make profit, make arrangements,
make love, make fool, make road, make a choice. The verb is less frequently used
in the sense of constructing or building a thing, such as make a cake, make a house,
or make a doll. According to Sinclair (1991: 101), in present English texts, the verb
‘make’ is more often used as a ‘delexicalized verb’ than as an ordinary lexical verb.
An ELT textbook that primarily shows the most frequently used sense of the word
actually gives learners an opportunity to learn expressing sophisticate meanings with
a simple verb in English.

In the ELC-based textbook, we do not need to depend on separate grammar books,
because what is traditionally called a ‘grammar* is nothing but the ‘patterns of word
use’ (Wills 1990: 51). In other words, the most productive way of interpreting English
grammar to learners is to show them the patterns of use of English words. It again
includes only the most frequently used English words in the textbook. Since the pat-
terns of use of common English words are always tagged with supporting examples,
learning the words means learning the patterns of their usage, and therefore, learning
the grammar of English. In our view, if examples of English words (and phrases)
with reference to their patterns of use in ELC are presented before learners, they will
necessarily learn all the relevant rules, methods, and principles of English grammar.
For instance, the tense system of English verbs, which is considered as one of the
main organizing features of an ELT course, may be presented before the learners as
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combinations of some common words used in different time frames to enrich their
understanding of English grammar (Sinclair and Renouf 1988: 155). In support of
this observation, Wills argues that ‘English is a lexical language’ in the sense that
many of the concepts we traditionally think of as belonging to ‘grammar* are better
handled as ‘aspects of vocabulary.” For example, the passive forms of BE may be
seen as ‘BE+ Adjective’ or ‘BE +past participle,’ rather than as a transformation of
the active forms (Wills 1990: 17). Similarly, the conditional forms may be handled
by looking at the hypothetical meaning of ‘would,” rather than by proposing a rule
about the sequence of tenses, that often fails to work (Wills 1990: 18-19).

In ELC-based ELT, a textbook is prepared with actual citation of English usages as
found in the ELC. A text developer uses authentic English texts containing instances
of the most frequent patterns of use of common words in English so that he can
convincingly refer to these instances to exemplify what the learners need to learn.
The job of an ELT teacher is to follow the textbooks and encourage the learners to
engage them with English texts to help them ‘notice’ the patterns of use of English
words (and phrases) in the texts. In essence, the description of patterns of words used
in ELC is equal to the description of the language. If a textbook contains a list of
English words, it is the list of the most frequently used words found in ELC with
close reference to their typical idiomatic, collocational, and phrasal usages. Once an
ELC-based textbook is taught to the learners, an ELT syllabus is invariably covered.

In our view, this method can redefine the role of textbook designers quite consid-
erably. A textbook designer, instead of selecting specific English texts for reference,
description, and illustration, can select interesting text samples from ELC keeping
a check on the balance of overall collection of samples to ensure that the most fre-
quent words and their typical usages are covered which the learners require. The
textbook designer may consider different genres of ELC to be varied and appropriate
with regard to age and need of the learners. This kind of subjectivity will provide an
appropriate answer to the objection often raised by critics that ELT textbooks lead to
the generation of artificial teaching materials as English texts are written especially
to demonstrate the form and function of keywords of English to learners (Long and
Crookes 1992: 33). The basic idea of the ‘lexical syllabus’ as proposed by Wills
(1990) relates to a text database that constitutes an authentic collection of texts. This
is, indeed, not dissimilar from ‘task-based syllabus’ proposed in Long and Crookes
(1992).

7.4 Bilingual Dictionary

An important aid of ELC-based ELT is a generation of a bilingual dictionary, the
lack of which is a real bottleneck in the present context of ELT in India and other
countries. The presently available bilingual dictionaries can hardly compensate this
deficiency since they do not contain enough information about lexical usage patterns,
different categorization and distribution of English words across genres and text
types, and conceptual equivalents from the learners’ mother tongue. In this case, a
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Table 7.1 Sense mapping between English and Bangla words for conceptual equivalents

English | Domain Sense Bangla Equivalent

Delivery | Medical science | To give birth a baby janma deoya
Classroom To teach something baktrta deoya
Mass rally To speak at a public gathering | bhasan deoya
Courier service | To carry and give something pouche deoya
Cricket To throw a ball bal kara

bilingual dictionary compiled with information about the patterns of use of English
words extracted from ELC can have tremendous usefulness for learners, as it shows
how English words vary in part-of-speech and lexico-semantic function due to their
occurrence in different contexts, genres, and text types. We can compile bilingual
dictionaries between English and respective target languages (e.g., English—Bangla,
English—Hindi, English—Tamil) with conceptually equivalent words as they share
many common linguistic and semantic properties. The conceptually equivalent words
are those which are equal in sense, content, and implication even if they differ in
phonetic representation and orthographic form (Dash 2005a, b, c: 363).

With regard to content, a bilingual dictionary includes a list the most frequently
used words of English with their conceptual equivalents collected from the learners’
languages (say, Bangla, Hindi, Tamil, for example) keeping in mind their recurrent
utilities and relevance in teaching English to the learners. Such a dictionary not only
provides cognitive-cum-conceptual equivalents both in source and target languages
but also supplies the necessary information for selection of equivalent forms appro-
priate to particular contexts marked with register and discourse variations. Keeping
these utilities in mind, if we think of compiling an English-Bangla bilingual dictio-
nary, the following features will receive utmost attention:

(1) It will include the most frequently used English words collected from the ELC.

(2) Words collected from ELC will be sorted in alphabetical order.

(3) Words should be classified in sense-related frames with citation of their usage
in contexts.

(4) Each English word will include at least one conceptually equivalent word from
Bangla.

More than one equivalent word from Bangla may be provided if the contextual
variation of use of the English words is taken into consideration. For instance, the
English word delivery may be supplied with at least five Bangla equivalent words,
so that the Bangla learners know how the meanings of the English words differ
depending on contexts of their occurrence. While learning meanings of the English
words, selection of an appropriate equivalent word from Bangla will depend on the
domain of occurrence and sense of the English word (Table 7.1).

The list (Table 7.1) reveals that the sense of the word ‘delivery’ differs depending
on the domains of its occurrence in English. What it implies in the domain of medi-
cal science is different from that of the domain of education, politics, business, and
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Table 7.2 Concordance of word for classification of sense variations

An exiting game was played between the two teams
The winner was declared in the last | game of the match

They won the competition in the last | game

The next Olympic games | will be held in London

The annual games | and sports were held in December
The couple is not new to this game of love

The final game ended in six-all

They lost but played a good game

I was just playing a game with you jokingly

It is none of your games

So that was your game which I failed to understand

The game of the authority annoyed the government
It was a wild game in last night’s party

The hunters went to the game reserve in a group at night

The hound chased the game into the wild grass

They knew the game was over for their leader

sports. This signifies that by considering domain-specific senses of English words,
we can compile a bilingual dictionary and select appropriate words from the Indian
languages to supply equivalent forms for the English words. This is possible only
when we access ELC through concordance to track a possible range of sense vari-
ations of the most frequently used words, calculate frequency counts of different
senses, and identify the contexts responsible for triggering sense variation. Extrac-
tion of information of this kind from ELC can help us compile a database of lexical
sense variation the utilization of which can enhance English learning skill of the
learners.

The extraction of information of sense variation words from ELC can help us
compile a concordance list which can be used for compiling a bilingual dictionary.
Since extraction of conceptually equivalent words from ELC is not a complex task,
it does not require any special skill in corpus management. We can do it with a
workable knowledge of word concordance to retrieve examples in the following
manner (Table 7.2).

Search for sense variations of a word normally begins with identifying a particular
word occurring in a specific context and expressing a particular sense which differs
from its etymological or dictionary sense (Sinclair 1991). After all senses of a word
are collected from a corpus through a concordance, the work for classifying senses
and identifying contexts that trigger sense variations start (McEnery and Wilson
2001). It involves identification of the total senses and the most frequent sense.
When a corpus yields different senses as alternative candidates, we have to make
a choice among equivalent senses on the basis of their frequency of occurrence to
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be included in the bilingual dictionary. Finally, classification of senses in different
categories provides necessary insights to understand how senses are interlinked and
should be placed in the dictionary (Fig. 7.3).

Mapping of senses is a different task that supplies necessary directions to assemble
conceptually equivalent words or word pairs from Indian languages to be included
in the dictionary. The analysis of senses of words found in the concordance list will
lead us to develop a dictionary of conceptually equivalent words from the languages
(Fig. 7.4).

It is found that equivalent words seldom mean the same thing in all contexts. Even
within closely linked languages, the so-called ‘equivalents‘ are seldom equivalent
with regard to their distribution and senses (Dash 2005b). Semantic equivalence
is possible with the names of animals, tools and scientific terms, but hardly with
ordinary words (Landau 2001: 319). This signifies that selection of equivalent words
from learner’s language for ordinary English words requires a high level of linguistic
expertise on the part of a bilingual dictionary compiler for generating useful outputs.
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Therefore, extraction of words from ELC and providing equivalent words from
learner’s language requires assessment and validation by expert linguists. The role
of a bilingual dictionary maker is to collect frequently used words from ELC, collect
equivalent words from respective learners’ languages, classify the senses based on
their usages in different contexts, map senses of English words with that of words
of learners’ languages, and compile a sense-paired bilingual dictionary.

The basic pedagogical purpose of a bilingual dictionary is to supply learners
the required information about forms and functions of English words they need
to acquire for learning the language. They do not need prior lexical knowledge of
English to start using a bilingual dictionary as a supporting tool. Although this issue
has not been raised by ELT teachers engaged in teaching English to the learners,
corpus processing tools can help them to develop this resource for the learners. An
English—Bangla bilingual dictionary, for example, may be replaced with a bilingual
thesaurus, which can record a wide range of English text types to provide access to
the contextual frames of words used in corpora by alphabetical and thematic indexes
of lexical items of English.

The role of an ELT teacher, in this frame, is to present the resource to the learners.
He has to monitor that the dictionary does not give excessive lexical load on the
learners. Thus, an ELT teacher, with the help of a bilingual dictionary can lead learners
to proceed toward a more advanced stage of learning where learners themselves can
explore more intricate patterns of use and sense variations of English words.

7.5 Bilingual Dictionary of Idioms and Proverbs

The familiarity with the wide range of English idioms and proverbs and the ability
to use these forms in an appropriate manner are some of the distinguishing marks
of native-speaker-like command over English, which all the learners want to have.
Scholars always emphasize on the importance of learning English idiomatic and
proverbial expressions as a necessary means in learning good English: ‘Idioms are
little sparks of life and energy in our speech; they are like those substances called
vitamins which make our food nourishing and wholesome; diction deprived of idiom
... soon becomes tasteless, dull, and insipid’ (Smith 1925: 276). ‘Proverbs contin-
ues—the early collectors never tired of stating—to provide the sauce to relish the
meat of ordinary speech’ (Simpson 1982: x—xi).

Although many people in India and other non-English countries can speak and
write English correctly at the grammar and syntax level, most of them can hardly
express themselves ‘idiomatically’ in a way the native English speakers sponta-
neously pick up and choose idiomatic and proverbial expressions in their written and
spoken texts. Consequently, what Indians and other non-English speakers speak or
write often sounds bit awkward, flat, and lengthy. For example, while Indian speak-
ers usually find it easier to use non-idiomatic words, the native English speakers
often tend to use idiomatic expressions, phrasal verbs, and proverbial expressions
quite easily (Xiao-Jun 2003: 296). Full of vitality, these idiomatic and proverbial
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expressions tend to fill in the blanks in actual communication and thus make it
easier for the people to exchange thoughts because native people use them without
the special effort of the formulation. Thus, it becomes clear that learning English
idioms and proverbs (especially those with figurative senses) should be treated as
an essential part learning English, because ‘learners find these puzzling idioms
their main difficulty in learning English’ (Henderson 1954: 5). In our view, it is not
possible to acquire a thorough knowledge of English without being familiar with the
idiomatic and proverbial expressions as well as with slang and vulgarism used in it.
The English idiomatic expressions, set phrases, and proverbial expressions can be
best obtained from ELC tagged corpora with detailed information of their contextual
usages. A well-developed database of this kind can help learners understand the actual
figurative senses of these expressions as well as to learn patterns of use of these
forms within natural communication environments. If we can compile a bilingual
database of English idioms and proverbs and map it with equivalent expressions
from Indian languages, it will tremendously help Indian learners as it will carry
authentic context-based senses expressed in English idioms, phrasal, and proverbial
expressions. Conceptually equivalent forms provided from Indian languages will help
learners to access and understand English expressions in a sensible manner (Dash
2007). An ELT teacher may, if he wants, integrate domain-specific information and
usage patterns of these expressions in the database for better comprehensibility.
For compiling a database of English idioms, phrases, and proverbs from ELC,
we need to use simple data retrieval techniques applied on language corpora. While
applying this method on ELC, our basic goals are to do the following tasks:

(1) Collect the most frequent English idioms, phrases, and proverbs from ELC.

(2) Decipher actual senses of these forms expressed in the contexts of their usage.

(3) Classify the senses based on an appropriate scheme of sense classification.

(4) Find out the appropriate matches of these from Indian language corpora.

(5) Supply appropriate matches for generating a bilingual dictionary of idioms and
proverbs.

We do not expect hundred percent success in finding out conceptually equivalent
expressions from the Indian languages for English idioms, phrases, and proverbs
because these languages are different in many aspects, features, and properties. How-
ever, minute scrutiny of Indian language corpora (Dash 2001) may help us collect a
large number of expressions, which appear to be conceptually equivalent or nearly
equivalents to their English counterparts, as the following English-Bangla idioms
and proverb pairs show (Table 7.3).

In essence, we need to compile a dictionary containing frequently used English
idioms, phrases, and proverbs from ELC with their conceptually equivalent forms
obtained from Indian languages. Since such an attempt is never made before to present
English multiword expressions with their equivalents from the Indian languages with
direct reference to corpora, either in electronic or printed form, we advocate for
creating these resources keeping in mind the need of advanced learners who want to
acquire mastery over English with all its intricacies and semantic nuances. We believe
that until and unless the learners are able to understand the actual meanings hidden
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Table 7.3 English idioms and proverbs and their Bangla equivalents
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English idioms/proverbs

Bangla equivalents

Apple of one’s eye

cokher mani

Shedding crocodile’s tear

kumbbhirasru barjan kara

To make a bedlam

narak guljar kara

To bell the cat biraler galay ghanta baselldha
Blueblood nil rakta
Bolt from the blue bina meghe bajrapat

To paddle one’s own canoe

nijer carkay tel deoya

On cloud nine

sukher saptam svarge

A cock and bull story

asare galpa

A white elephant

$vet hastl

By hook or by crook

yena tena prakarena

Horns of a dilemma

ubhay sankat

To add insult to injury

kata ghaye nuner chite deoya

To carry coal to New Castle

tela mathay tel deoya

Too many cooks spoil the broth

adhik sanyasTite gajan nasta

Once in a blue moon

kale bhadre

In the nick of time

Ses samaye

Pour oil on troubled water

agnite ghrtahuti deoya

Raining in cats and dogs

musaldhare brstipat

Black sheep of the family

bamser kulangar

Writing on the wall

deoyal likhan

To cry in wilderness

aranye rodan kara

under surface forms of English idioms, phrases, and proverbs, their basic knowledge
of English is not adequate and complete. In such a situation, this dictionary will
invariably enrich learners with knowledge about the modern English language.

In the context when we find that the majority of ELT materials used for the Indian
learners contain a large number of English idiomatic, phrasal as well as proverbial
expressions used in different senses, a dictionary of this kind can be used as an
excellent resource for the Indian learners. We can also use this for the purpose of
translating English text into the Indian languages in manual and machine translation
where a dictionary of conceptually equivalent idioms, phrases, and proverbs of both
the languages is indispensable for faithful translation outputs (Dash 2004). After
completion of the database, we propose to rearrange the entire database in reverse
order where Indian languages will be used as the source language and English as the
target language. In this case, these expressions may be rendered in the International
Phonetic Alphabet (IPA) so that people who are learning Indian languages as a second
language are able to pronounce the words correctly. This venture may be started after
the completion of the first phase.
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Supplying authentic intralinguistic and extralinguistic information of multiword
expressions like idioms, phrases, and proverbs in classroom situation may ask for an
online interactive interface for the bilingual dictionary. To meet this demand, we need
to develop the dictionary in an electronic form and upload it on the internet in such
way that a simple hit on a particular expression can produce a string of equivalent
forms stored in the dictionary for the learners. Moreover, it should produce all word-
related information and examples (e.g., orthography, spelling, pronunciation citation,
usage, illustration) of the expressions both from English and Indian languages. If we
can build up this resource, teaching English will be more interesting and learners will
greatly benefit by exploiting the dictionary. The role an ELT teacher will be that of
a ‘class coordinator’ who will be much relieved from the load of teaching he usually
carries out in traditional classroom teaching situations.

7.6 ELT Grammar

The ELC is a highly useful resource for providing morphological and syntactic
information of various types necessary for writing ELT grammars (Halliday 1991).
Such grammars can be used effectively for the Indian learners since these can provide
information about various grammatical issues observed in modern English as well as
can supply empirical data for testing earlier hypotheses about various grammatical
rules of English. Normally, an ELT grammar book is based on the intuition of a
grammarian about the language rather than on information and examples of actual
English use. Therefore, whatever observations a grammarian makes and however
fantastic these observations appear, these are not beyond verification with evidence
of actual performance of native English users. Even the generative grammarians are
not willing to agree with assumptions of intuitive grammarians if these assumptions
are not verified with examples of real empirical texts.

The availability of ELC like the British National Corpus, the Bank of English,
the American National Corpus has made it possible for us to record performance-
based grammatical features of English to be presented in ELT grammar books. It has
been strongly argued that ‘every (formal) grammar is initially written on the basis
of intuitive data; by confronting the grammar with unrestricted corpus data it can
be tested on its correctness and its completeness’ (Aarts 1991: 48). To substantiate
the relevance of corpus-based grammars in ELT for non-native speakers, a highly
acclaimed English grammar is already developed from ELC within last few years
which can also be used for this purpose (Quirk et al. 1985).

Following this trend, we suggest for using ELC for developing ELT grammars for
the Indian learners. As these corpus-based grammars differ from traditional grammars
not only in the proposition of theories but also in the formation of rules and principles,
they faithfully reflect on the English language as it is actually used by native speakers.
Thus, a corpus-based grammar, if used intelligently, can become highly useful for
the Indian learners. Moreover, since ELC contains samples from imaginative to
informative texts covering almost all the domains of English use, a grammar book
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developed with data, information, and examples from ELC can have wider coverage
than a traditional intuitive grammar book can hope for.

According to our scheme, in a corpus-based grammar, each lesson will be sup-
ported by data and information obtained from ELC. This gives the learners a great
opportunity to learn how the use of English sentences varies based on domains
and genres of discourse. They will also learn how variation in use of words, idioms,
phrases, and sentences is controlled by the demand of particular discourse. The Indian
learners can use such a grammar book to learn mutual as well as exclusive distribu-
tions of sentence types across the genres and text types to understand the syntactic
varieties practiced in modern English. Thus, utilization of a corpus-based English
grammar can enrich the Indian learners to know what kinds of forms of English sen-
tences are used in English based on the type of a text and what kinds of grammatical
rules are actually invoked for generating sentences of different types. In essence, a
corpus-based English grammar book can be an excellent resource for beginners and
advanced learners who aspire to achieve a ‘native-speaker-like-command’ over the
English language—a coveted dream of many generations of India.

7.7 Conclusion

We have made a humble attempt here to present a simple proposition. We have tried to
show how ELC can be used as a secondary resource in the act of teaching English to
the Indian learners. In a systematic manner, we have tried to highlight how ELC may
be used as a resource of linguistic data and information to develop language teaching
aids like textbooks, bilingual dictionary, a dictionary of idioms and proverbs, and
ELT grammar books. Although many other ELT resources are possible to generate
from ELC, these are not addressed here due to the limitation of space.

It is a fact that the introduction of ELC in ELT has made a tremendous break-
through by lending heavily toward the modification of traditional ELT texts and study
materials for the non-native English learners (McEnery and Xiao 2010). However,
the unfortunate thing is that, in comparison to other countries, the Indian scholars
lag far behind in developing corpus-based teaching resources and utilizing them for
teaching English to the Indian learners.

There is no doubt about the application relevance of ELC in ELT. We should,
therefore, divert our attention toward this new approach of ELT to rejuvenate the
field with a new lease of information. The Indian learners will not only benefit from
this approach but also excel in English when they are put into competition with
speakers of other countries. However, before we begin to work in this direction, we
have to procure authentic ELC of the British English and the American English as
well as process them in appropriate manners to be used in ELT resource generation.
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Chapter 8 ®)
Corpus and Dictionary Making Gzt

Abstract Recent works show that a dictionary can be made to a certain level of sat-
isfaction if it is made with data and information acquired from widely representative
and properly balanced language corpus. A language corpus provides an empirical
basis in the selection of words and other lexical items as well as in supplying the most
authentic information relating to pronunciation, usage, grammar, meaning, illustra-
tion, and other information with which all the words and lexical items in a general
reference dictionary are furnished with. In the same manner, a language corpus sup-
plies the most authentic information relating to compounds, idioms, phrases, and
proverbs, etc., which is also included within a general reference dictionary with
equal attention and importance. In this chapter, we try to explain how linguistic data
and information collected from a corpus can contribute toward compilation a more
useful dictionary. Although a corpus has better functional utilities in development
of electronic dictionary, we like to concentrate here on the use of a corpus in the
compilation of printed dictionary. We shall occasionally refer to the TDIL corpora
developed in the Indian languages and use linguistic data and information from these
to substantiate our arguments and observations.

Keywords Dictionary making + Lexicographic data - Word collection * Corpus
Selection of lexical stock - Headwords + Spelling variation - Part-of-speech
Grammatical information - Definition - Description + Semantic information - Usage

8.1 Introduction

The experiences gathered from the recent works of dictionary making show that it
is done better if the dictionary is made with data and information acquired from
widely representative and properly balanced language corpora. Corpora accessed
with versatile text processing techniques provide a solid empirical base for the lexical
items included in a dictionary as linguistic information relating to single words,
compounds, idioms, set phrases, proverbs, etc., are best available from corpora. In
fact, recent success in corpus-based dictionary leads lexicographers to direct attention
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toward the ordinary use of language (Landau 2001: 278) as it is exemplified that the
ordinary use of words, by way of providing lexicological information, supplements
the intuition of dictionary makers (Atkins and Levin 1995). Evidence collected from
corpora reveals that for many common words, the most frequent meaning is not
the one that first takes place in dictionaries (Sinclair 1991: 39). These arguments
challenge our traditional methods of dictionary compilation and description of words
as well as advocate for obtaining lexical items and their information from corpora
to contribute toward the overall growth and maturity of lexicography (Landau 2001:
132).

For developing a good reference dictionary for a natural language, we can have
an adequate amount of linguistic data and information from both diachronic and
synchronic corpora. We can call up all the usage variations of lexical items to compile
a dictionary as well as revise an old one. Also, we can provide a definition of lexical
items in a more complete and precise manner as we get access to examine a larger
number of examples of usage of words in corpora. The entire work can become far
more useful and impressive if we can avail information from monitor corpora (i.e.,
corpora that grow with time) as they allow us to find out new words that enter into a
language as well as identify those words that are changed in usage and meaning over
time. Also, we can extract authentic information about the frequency of use of lexical
items from monitor corpora to determine the number of lexical items to be included
in a dictionary as well as to identify the usage variations of the lexical items with
regard to genres and text types—an important piece of information indispensable in
dictionary making.

We know that corpora contain a large amount of extralinguistic information with
regard to demography, society, culture, history, ecology, heritage, and other aspects
of life. Therefore, from such a resource we can get valuable insights to tie up usage
of words, idioms, phrases, and proverbs as being typical to the particular region,
variety, genre, ethnic group, profession, or age. Moreover, we can refer to corpora
to call up various word combinations to establish the relationship between the co-
occurring lexical items to explore their underlying semantic interfaces. Thus, we can
benefit from corpora to understand the usage of phrases, idioms, and collocations
more systematically as well as to provide the same in the dictionary with adequate
information for retrieving their specific senses.

A dictionary of a living language can never be complete. The perennial changes
in life lead to constant modification of language and up-gradation of lexicological
information to be included in a dictionary. Diachronically, it is observed that while
some words become old and obsolete, many new words are coined to fulfill the
needs of the time. On the other hand, those words, which survive the challenge of
time, undergo changes in their forms, meanings, and usages to adapt to new concepts
and ideas of life. A dictionary in this transition tries to record death, birth, and
metamorphosis of words of a language. Thus, it performs two basic tasks:

(1) Itrestores the vanishing track of lexical loss through diachronic search for lexical
evolution in a language and
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(2) It represents the contemporary scenario of lexical usage through synchronic
projection into the behaviors of lexical items.

Keeping various formational and functional advantages in mind, we discuss in
this chapter about the process of compiling a general reference dictionary (GRD)
with data, information, and examples collected from a general corpus. Since such
a dictionary is never made in any of the Indian languages, we hope this method
can start a new trend in dictionary making in India and inspire dictionary makers to
adopt corpus-based approach giving up the traditional methods of dictionary making
used for ages. The process of compiling corpus-based electronic dictionary is a more
complex method which may be discussed separately later. However, this issue will
be hinted in this chapter whenever it is required.

In Sect. 8.2, we discuss the benefits corpus in dictionary making; in Sect. 8.3,
we discuss the methods of data collection from corpus; in Sect. 8.4, we discuss the
process of selection of lexical stock; in Sect. 8.5, we discuss the process of headword
selection, and Sect. 8.6, we address the issue of determining spelling of words which
is a tough challenge in many Indian languages; in Sect. 8.7, we address the problem
of part-of-speech determination of words with reference to their usage in corpus; in
Sect. 8.8, we look into the nature of grammatical information gathered from corpus
and presented in dictionary; in Sect. 8.9, we discuss the issues of definition and
description of words in dictionary; in Sect. 8.10, we discuss the load of semantic
information to be presented with words in a dictionary; in Sect. 8.11, we focus on
how examples of usage of words can be collected from corpus and presented in
dictionary; and in Sect. 8.12, we discuss how the entire process may be realized in a
systematic manner in a language.

8.2 Benefit of Corpora in Dictionary Making

For centuries, a close functional relationship is maintained between linguistics and
lexicography. The emergence of the corpus has added a new shade to it. At present,
due to mutual cognitive dependency and information sharing, lexicographers are
becoming corpus linguists and corpus linguists are becoming lexicographers as the
distinction between the two is gradually fading. Lexicographers are taking up corpus
as a source of quantitative and qualitative information for the betterment of their own
field. On the other hand, corpus linguists are expanding their area to lexicography
since dictionary making of any kind is gradually tilting toward empirical evidence
gathered from the corpus (Moon 1998; Atkins 1998; Atkins and Zampoli 1998).

In general, a digital corpus can take place of traditional citation files to provide
empirical evidence for meaning, use, and other linguistic information of lexical items
by way of showing their usage in various contextual environments. Since a corpus
due to its ‘cosmopolitan composition’ is able to supply a much greater variety of
contexts of lexical items than a citation file can ever think of, a corpus is considered
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the far better source for understanding the lexicological identity of linguistic items
and for constructing their more reliable and authentic definitions.

However, there is a problem with regard to a digital corpus. It is the problem of the
excessive amount of linguistic data and information. As a dictionary maker, we are
burdened with so many examples of the use of a single lexical unit that we are puzzled
to select the most appropriate one out of many. In this case, we select those examples,
which we consider appropriate for revealing all kinds of lexicological aspects of a
lexical unit. This problem is hardly faced with a citation slip as a citation slip usually
enlists a few examples of usage of a word. According to some scholars ‘...the single
most striking thing about corpus evidence brought up on a diet of citation slips is the
inescapability of the information it presents. If you are confronted with not two or
three but dozens or even hundreds of instances of a word being used in a particular
way, there is really no arguing with what the corpus is telling you’ (Rundell and
Stock 1992).

The multipurpose utility of corpus in dictionary making may be represented in
the following manner to show how linguistic data and information retrieved from a
corpus may help us to accomplish our goal in a far more realistic manner (Fig. 8.1).

The interface between language corpus and dictionary makers in one hand and the
dictionary makers and the digital dictionary, on the other hand, may be understood
from the diagram given below (Fig. 8.2).

A corpus can be useful for us in several ways in dictionary making. We can sum
up how a corpus can help us in the work of dictionary making:

Fig. 8.1 Utilization of
corpus data and information
in lexicography

AT TN
]

Digital
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Fig. 8.2 Interface between corpus, dictionary makers, and digital dictionary
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(1) Since acorpus is available in machine-readable form, we can extract all relevant,
authentic, and typical lexical items with examples of their use from the corpus
within a short span of time.

(2) We can extract faithful frequency information of words from a corpus to attest
relevance of their entry in the dictionary.

(3) We can retrieve quantified information of collocation from a corpus to show the
patterns of lexical combination in a sentence. Information of this sort is useful
for text writers and language learners alike.

(4) We can use POS and sense-tagged corpus for word sense disambiguation as
well as for more sensible grouping of polysemous and homographic words in
the dictionary.

(5) We can retrieve textual (e.g., register, genre, and domain) and sociolinguis-
tic (e.g., user, gender, age, etc.) metadata from annotated corpus to supply an
accurate description of the usage of the lexical items in the dictionary.

(6) We can use a monitor corpus to track subtle changes in the meaning and usage
of lexical items to keep our dictionary up-to-date.

(7) We can use evidence from a corpus to complement or refute intuitions of early
dictionary makers so that the entries in the dictionary are more accurate and
authentic.

The above observations are made with the views of Hunston (2002: 96) who
argues that corpus has emphasized on five vital issues of dictionary making: empha-
sis on frequency, emphasis on collocation and phraseology, emphasis on variation,
emphasis on lexis in grammar, and emphasis on authenticity (McEnery and Xiao
2010: 266).

8.3 Data Collection from Corpus

For the time being, we can collect linguistic data from a text corpus since a speech cor-
pus in many languages (including those of India) is not yet made. A large, balanced,
and adequately representative text corpus contains samples from all possible sources
of language use, such as creative writings, contemporary literature, natural sci-
ence, social science, technology, arts, humanities, business and commerce, medicine,
newspapers, magazines, periodicals, posters, advertisements, reports, court proceed-
ings, personal diaries, personal letters, official letters, and similar other resources.
Lexical items extracted from a corpus carry detailed contextual information of their
occurrence in texts. This is required for expressing the meaning of the lexical items
clearly and unambiguously in the dictionary with full reference to their contexts of
use. There are two qualities of a good context: ‘brevity” and ‘clarity.” While ‘brevity*
is related to the problem of space within a dictionary, ‘clarity is linked with the idea
of explicitness of meaning and sense of words.

While collecting words from a text corpus, we should keep in mind to include lex-
ical items relating to all possible situations and domains. Thus, the primary word list
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covering various semantic domains and grammatical classes should include words,
terms, idioms, phrases, proverbs, collocations, and other lexical items relating to life
and living of the people.

Obviously, such an elaborate list will contain a large number of lexical items,
which are unknown, not in frequent use, or maybe less comprehensible to the users
(Boguraev and Pustejvsky 1996). Also, some of the items collected from a corpus
may appear artificial or foreign to a native speaker. Both artificiality and foreign flavor
of items may be verified with another corpus. In reality, the collection of lexical items
from a corpus confirms their existence in life, language, and culture of the people
whose language is represented in the corpus.

This list, however, is not an exhaustive one. It is rather a workable list, which
may be compared, verified and augmented with other lexical lists available in the
language. This collection of lexical units from different sources will provide greater
possibilities for wider representation of a language. If required, the database may
be further supplemented with data available from spoken discourses such as nar-
ration, eyewitness accounts, instructions, reminiscences, conversations, arguments,
dialogues, mimicries, and onomatopoeias (Samarin 1967: 208).

8.4 Selection of Lexical Stock

Selection of lexical stock for a dictionary is a useful but crucial task. We have to select
those lexical items that we should include in the dictionary. Also, we have to identify
the lexical items that we should ignore. We generally depend on the feature of the
frequency of lexical items in a corpus on a logic like this: The more frequent one is
an automatic choice while the less frequent one has a marginal chance. In support
of this observation, Landau (2001) makes the following comment that seems to be
pertinent:

If one has a 100-million word corpus that is based on a wide variety of written and spoken
sources of many different types, and it does not include a single example of a particular
lexical item, this datum means something. It does not mean that the lexical item does not
exist. No corpus can prove that a word or expression does not exist, and no corpus is perfect.
But if the corpus has been put together carefully to be representative, one can conclude that
the lexical item, if it exists, either is extremely uncommon or is used almost exclusively
in a specialized field that the corpus does not cover. A low frequency for a lexical item
is therefore sound justification for omitting it from one’s dictionary. Conversely, a high
frequency argues strongly for inclusion. Clearly, making such determinations depends upon
one’s faith in the representativeness of the corpus, a critically important concept in corpus
lexicography. (Landau 2001: 297)

While using a corpus for dictionary making, we are aware of the fact that many
lexical items, idioms, phrases, and fixed expressions occur rarely in a language.
Therefore, we need a very large and widely representative corpus so that we can find
citations of the rarely used linguistic items to include in our database. Also, we have
experienced that many idioms and fixed expressions that we intuitively feel to be
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quite common in use are, in fact, very rare in occurrence. For instance, the English
idiom ‘kick the bucket’ is often assumed to be quite frequently in use. However,
analysis of corpus reveals that it occurs mainly in textbook discussions of idioms
and phrases and hardly occurs in genuine speech and writing. It has occurred just
for 13 times in 100-million British National Corpus (Grant 2003: 173). This implies
that although some lexical items are easily found in dictionaries, they hardly occur
in the text of regular language use.

In general, while collecting lexical stock from a corpus to be used in a gen-
eral reference dictionary, we can collect following types of words from the corpus:
common words, new words, obsolete words, archaic words, scientific and technical
words, proper names, empty words, function words, compound words, reduplicated
forms, idioms, set phrases, proverbs, quotations, clichés, acronyms, abbreviations,
colloquial forms, slang, jargons, cants, affixes, and other lexical items. All these
types of lexical items are suitable candidates to be considered to be included in a
general reference dictionary.

The data and information that are available from a text corpus for a general refer-
ence dictionary include headwords, pronunciation, spelling, part-of-speech, morpho-
logical information (e.g., sandhi, assimilation, voicing, compounding, reduplication,
etc.), grammatical information (i.e., derivation, inflection, affixes, etc.), definition,
synonyms, polysemy, lexical generativity, collocation, usage (general use, idiomatic
use, phrasal use, and proverbial use), illustration, and citation (Landau 2001: 278).
It is not necessary that each headword should have information all the fields stated
here. Some may have synonyms while others have the only illustration. But in most
cases, information related to most of the fields is indispensable for a general reference
dictionary.

8.5 Headwords

A headword is a ‘citation form’ or an ‘entry word.” The form and meaning are the
main criteria for selection of a headword. It is a canonical form which is derived
by lemmatization of inflected forms. We can use a corpus to extract three types of
lexical items to be used as headwords in the dictionary:

(a) Single-word units: It includes both inflected and non-inflected forms. We can
put within this list all common words, stems, bases, roots, modified words,
sandhi-made words, new words, old words, archaic words, obsolete words, rare
words, dialect words, folk words, slang, jargon, cants, taboo words, codes, sci-
entific and technical terms, foreign words, native words, local words, colloquial
words, portmanteau words, analogically formed words, acrostic words, proper
names, person names, place names, items names, object names, function words,
clichés, postpositions, etc.

(b) Multiword units: This also includes both inflected and non-inflected lexical
items with space between the members that constitute the final surface form.
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In this list, we can put several compound words, reduplicated words, idioms,
phrases, proverbs, collocations, quotations, set expressions, other longer forms,
etc.

(c) Nonword units: This normally includes those lexicographic words which are
not considered as regular words but treated as word-formative elements. In this
list, we include empty words, abbreviated forms, acronyms, echo words, clipped
words, affixes, inflections, person markers, aspect markers, case markers, plural
markers, tense markers, articles, enclitics, particles, acrostic words, and similar
other word-formative elements. Although these are not words in the true sense
of the term, these are unique lexical items having specific linguistic entities and
functions in a natural language.

The single and multiword units are available as free forms, and nonword units
are available as bound forms. Some words may be available in new meaning or new
part-of-speech. So there is no chance for eliminating any of the items since all these
are of equal importance for a general reference dictionary. However, before these
are collected from corpus they should be lexically and grammatically tagged, else
much information relating to their part-of-speech and meaning will be lost if these
are isolated from the context of their sentential occurrence. Such loss is unbearable
since we shall lose valuable insights into the functional nature and behavior of the
items while they occur in texts.

We can collect many tokens of inflected and non-inflected forms of words from a
corpus. While we can directly process non-inflected tokens for obtaining types with
a sticker on their total occurrence in each type, we can lemmatize inflected forms
to separate affixes and inflections from roots and stems. Furthermore, we can tag all
lemmas with stickers of their total occurrence in the corpus, so that information of
their frequency of occurrence in the corpus is safely preserved. In the same manner,
we can retrieve frequency information of isolated word-formative elements (e.g.,
case markers, particles, articles, enclitics, etc.) from the total number of tokens for
reference in the dictionary. We can use the canonical forms as headwords and non-
canonical forms as subentry or run-on words. For instance, while the canonical form
din ‘day’ is a headword, forms like dinkal, dinrat, dinagata, dinaksay, dinratri,
dinanta may be used as subentry words.

8.6 Spelling Variations

Spelling variation is an important factor that cannot be ignored in case of dictionary
development for the Indian languages. In case of languages like English and German,
the problem of spelling variation of headwords is not a great problem, as most of the
words have one accepted spelling. Obviously, there are certain words in a language
like English where some words show two or more spellings. For instance, color: color,
night: nite, light: light, meter: meter, center: center, behavior: behavior, localize:
localize, etc. In such cases, it is known that the first set is used in the British English
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Table 8.1 Example of some Bangla words with spelling variation

Words with spelling variations Gloss
rani, rani, rani, rani Queen
capras, caprasi, caprasi, capras, caprasi, caprasi Servant
benaci, bengaci, byanaci, byangaci, benachi, bengachi, byanachi, byangachi Tadpole

ghumana, ghumano, ghumana, ghumano, ghumona, ghumono, ghumuna, ghumuno | Sleeping

beyadapi, beyadapi, beyadabi, beyadabi, be-adapi, be-adapi, be-adabi, be-adabi, Obstinacy
beadapi, beadapi, beadabi, beadabt

krdcan, krscan, krstan, krstan, kriscan, kriscan, kristan, kristan, khrstan, khrstan, Christian
khristan, khristan, khristan, khristan

kalikata, kalkata, kolkata, kyalkata Kolkata

banla, bangla, bangala, and bamla Bengali

while the second set is used in the American English. The dictionary makers of these
two respective varieties of English have a little problem to deal with spelling. Once
they decide in which variety they are going to develop a dictionary, they opt for
spelling accepted in that particular variety.

But in case of the Indian languages like Bangla, Tamil, Telugu, Malayalam, San-
tali, and others the phenomenon of spelling variation of a canonical form is a serious
problem for the dictionary makers. There are large numbers of lemma which exhibit
multiple spellings most of which are accepted and used in standard practice. For
example, we can refer to some Bangla words with spelling variations that are col-
lected from a Bangla text corpus (Table 8.1).

Itis areal tough job to select a particular spelling out of multiple variations because
the selection of any one particular spelling out many variations will raise a question
regarding the preference of one against the other. In such a situation, a text corpus
can play a crucial role. Information about the relative frequency of variants can lead
us to decide which spelling we should select. The best option is to put a corpus
in frequency calculation of spelling variation of each word. A particular spelling,
which has the highest use in the corpus, may be selected. For instance, in case of
Bangla, we may select the spelling hala ‘was/happened’ as the suitable candidate
over other variants (halo, hola, holo, ha’la, etc.), since this particular spelling records
the highest occurrence in all text types in the Bangla text corpus (Dash 2006: 18).

There may, however, arise some problems in this case. It may happen that the most
recurrent spelling is not linguistically correct or acceptable. For instance, although
the spelling khet ‘field’ is the most frequent spelling used in the Bangla corpus, it is
not the correct spelling. The linguistically correct form is kset. So, here at least, the
linguistically correct form should get priority over the frequently used form. Simi-
larly, the form arun ‘sun’ is the most frequent form while the linguistically correct
form is arun. Also, the most frequent form is farun ‘young,” while the linguistically
valid form is tarun. In such contexts, we have to decide whether we shall rely on
the frequency of occurrence of a spelling or on the linguistically correct form. It
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is at our discretion. However, in our argument, in cases where there is no conflict
between high frequency and linguistic correctness, we should rely on frequency.
Only in those cases, where there is a conflict between the two options, we may opt
for the linguistically correct form.

After selection of a particular spelling, if scope and goal of a dictionary permits,
we may furnish all alternative spelling variations in the dictionary. This will increase
acceptability and reliability of the dictionary among language users.

8.7 Part-of-Speech

A lexical item, in its free state, has no part-of-speech. It is a linguistic unit waiting
to be used in the text. When it is used in a text, it takes a part-of-speech. Thus,
part-of-speech of a word is determined from its actual occurrence in a language and
not just from its presence in language. Traditional dictionary makers often ignore
this fact to provide part-of-speech information to words. How this information is
collected is never explicated by them. It is assumed that they collect this information
either from their predecessors or observation of usage of lexical items in citation
slips. Moreover, their native language intuition and linguistic expertise help them
determine the part-of-speech of words. The process of information collection and
use is not reliable as it does not give assertion whether—

(a) the information of part-of-speech is validated by an actual example of word use,
(b) the part-of-speech tagged to a word is actually noted in use in a text, and
(c) the number of part-of-speech identified for a word is fixed.

The contribution of a corpus in determining part-of-speech of words is immense.
When there is a conflict in the identification of actual part-of-speech of a word, we
can directly refer to a corpus, as it provides the actual information of contexts from
which we can reliably determine the actual part-of-speech of a word.

Part-of-speech of a word can change while it is put within a particular context.
This may happen not only to non-inflected and derived words but also for inflected
words. Therefore, it is necessary for us to refer to actual usages of words in contexts
and thus determine their parts-of-speech. This function interpretation method is far
more useful for dictionary users and language learners since they get a scope to know
the part-of-speech of words from the perspective of their use in texts.

Reference to a corpus also helps us to arrange headwords in accordance with their
frequency of use in different parts-of-speech. This is never practiced by traditional
dictionary makers. Usually, whenever they identify words that are potential to be
used in multiple parts-of-speech, they put them in a random sequential order without
specifying their frequency of use in different part-of-speech. For instance, in Bangla
dictionary, the word bhala ‘good’ is mentioned to be used as an adjective, as a noun,
and as an indeclinable. But we do not know in which part-of-speech it registers the
highest occurrence.
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Using information from corpus, we can solve this problem. We can calculate the
frequency of use of a word in particular part-of-speech and furnish the most frequent
one in the first position in a dictionary followed by others in sequential order. For
instance, if bhala as an adjective is most frequent in use, it will come first followed
by its use as a noun and as an indeclinable, in the order of its frequency of use. This
will help dictionary users to know in which part-of-speech a word is most recurrent
in a language as well as in which part-of-speech it has the least frequency.

8.8 Grammatical Information

Grammatical information of headwords is another important area where a language
corpus has direct functional relevance. Grammatical information helps us identify the
surface form and meaning of the lexical units. The process of providing grammatical
information to words in a dictionary is based on three properties:

(a) The amount of grammatical information,
(b) The type of grammatical information, and
(c) The method of presentation of grammatical information.

In all three areas, we can retrieve all relevant information from a corpus. Since
the basic purpose of providing grammatical information in a dictionary is to indi-
cate the lexicosyntactic features of words, we cannot ignore the value of functional
peculiarities of words noted in a corpus. When we refer to a corpus for grammatical
information, we find morphological and syntactic information from usages of words
in texts. This is related either to irregular and unpredictable forms of lexical units or
have a direct relation to their syntactical functions to highlight their unique functional
roles in rare situations.

Another purpose of grammatical information is to provide clues to contextual
meanings of words. It is often noted that actual etymological meaning of words
is often changed depending on their use in different contexts. This becomes vital in
furnishing semantic information of words in a dictionary, and we can, with the help of
concordance method, retrieve the entire range of sense variation of words to capture
their actual as well as contextual meanings for a dictionary. In fact, grammatical
information becomes the first clue for understanding the meaning and function of
words in a language.

When we build a dictionary with reference to a corpus, we observe all the grammat-
ical functions of the words in multiple contextual settings and identify their multiple
grammatical categories along with their frequency of use in different grammatical
categories. Finally, after summarizing the varieties into several patterns, we furnish
information in a dictionary to highlight various types of grammatical information of
the headwords.

In case of a digital dictionary, we can follow a different method for furnishing
grammatical information of words in the dictionary that may differ from a printed
one. In case of a printed dictionary, the normal method of providing grammatical
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information is to put this in the form of labels (as abbreviated forms of different
parts-of-speech) with the headwords. In case of a digital dictionary, we can include
both grammatical and semantic information clubbed together and furnish it within a
separate frame or tier for each headword.

8.9 Definition and Description

Definition and description of headwords are the most complicated parts of a dictio-
nary since a proper understanding of words on the part of the dictionary users heavily
depend on a load of information provided in definition and description. Since these
are basic properties of a dictionary, we have to be accurate in the description so
that it becomes useful for understanding the meanings of the headwords. We, there-
fore, argue that a general reference dictionary should have definitional meanings
rather than meaning and definition given separately. That means the definition of the
headwords should combine both description and meaning.

Definition of words is usually related to their intralinguistic (i.e., lexical) and
extralinguistic (i.e., encyclopedic) entities. And this two-level information is a pos-
sibility to extract from a corpus by linking their usage in several text types. Also,
various semantic aspects of the words may be put together to define the headwords
to the maximum satisfaction of end users. This is supported by scholars with the
argument that it is necessary to interpret the verbal signs by means of other verbal
signs of the same language for their better comprehension (Jacobson 1959: 253).

It is always better to extract information from a corpus to define words in multi-
ple ways as defining a word from multiple angles gives the better treatment a word
deserves and a better understanding of the end users. That means multiway interpre-
tation provides better scope to the dictionary users to understand multiple linguistic
roles of the headwords in the language. In support of this scholars have argued, ‘There
should be no one way to define a word; in defining (within certain limitations), the
end justifies the means and the end should always be to convey, as accurately and
succinctly as possible, the sense of the word being defined’ (Urdang 1913: 587).

8.10 Semantic Information

In general, the meaning of a lexical unit is the sum total of its senses used in a
language. We need to define the meaning of a headword in such a way that we are
able to encompass all possible senses the headword denotes. Since there is no scope
for personal whims, we have to define a word in the way we find its use in a corpus.
Moreover, since our basic goal is not to prescribe but to describe words, we are bound
to describe words as they exist in a corpus text and not as they should be. In this case,
we strongly support Hayakawa (1941: 55) who argues, ‘The writing of a dictionary
is therefore not a task of setting up authoritative statements about the true meanings
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Fig. 8.3 Semantic relation

of a headword with lexical [ Homonymy ] [ Polysemy ]

semantics

Headword

Hyponymy Hypernymy

[ Meronymy ] [ Troponymy ]

of words, but a task of recording, to the best of ones’ ability what various words
have meant to authors in the distant or immediate past. The writer of a dictionary is
a historian, not a law giver’ (Hayakawa 1941: 55).

By analyzing results obtained from a corpus, we can determine the relative fre-
quencies of meanings, which we can furnish to form definitions of the headwords.
Since it is not always possible to distinguish frequencies of the meaning of words by
analyzing wide varieties of senses expressed by the words, we can perhaps use our
linguistic expertise to distinguish among the senses to put them in a certain order in
the dictionary. If we find that a word is used in a particular sense exclusively in certain
texts types, we may mention this in the dictionary and highlight this domain-specific
meaning with special reference to the text type in the corpus.

It is quite normal to find some words exclusively used in texts relating to travel,
business, technology, medicine, advertisement, legal documents, etc. It is an essential
attribute of a dictionary to specify domains of use of particular words with reference
to the citations available in corpora. Similarly, it is possible to link up the use of
headwords to children and women or correlate to age, sex, profession, social class,
and other demographic factors of language users (Rundell 1996).

Finally, we should also provide detailed information about the network of semantic
relation a headword possesses with other words in the language. That means semantic
information of a headword should include information of its synonymy, antonymy,
polysemy, hypernymy, hyponymy, meronymy, and troponymy, wherever possible,
in the dictionary. In essence, a major portion of lexical semantics should come into
the dictionary while we try to define semantic information of a headword, as the
following diagram shows (Fig. 8.3).

8.11 Usage

Information about the usage of headwords is another important feature of a general
reference dictionary without which it becomes useless to many users. As users of a
dictionary, we would like to know not only pronunciation, spelling, or meaning of a
headword but also its patterns of use in texts. Unless we have clear ideas about the



134 8 Corpus and Dictionary Making

usage of words, our knowledge about the words is incomplete and partial. Therefore,
it is our obligation to provide authentic information about the patterns of uses of
words—if possible in all their contextual variations.

We can take help from earlier dictionaries to supply examples of usage of words.
Earlier dictionaries, however, cite examples from old and earlier texts. On the other
hand, knowledge of dictionary makers is not much reliable for supplying multiple
examples of usage variation of words without proper contextual references. To know
the usage variation of headwords, therefore, a corpus is the only reliable and authentic
source, which we may use effectively to achieve our goal.

A multitextual and multidimensional monitor corpus is the most authentic and
reliable source of information about usage variations of words. We should always
rely on such a monitor corpus for this purpose. A monitor corpus has strong functional
importance in the supply of both diachronic and synchronic information of usage
of words with regard to sociocultural dimension. Since this corpus is diachronic in
content and composition, information derived from this corpus is highly useful to
trace the changes in usage of words as well as to trace the changes in meaning and
senses of the words due to usage variation across spatiotemporal factors. In general,
the feature of usage of words depends on the following three questions: user, topic,
and sense.

(a) Who uses it? (The User)
(b) Where does he use it? (The Topic)
(¢) In which sense does he use it? (The sense)

Until and unless satisfactory answers are received for the above three questions,
the referential value of a general reference dictionary is greatly reduced and the credit
of a dictionary maker is largely diminished. A monitor corpus can address all these
questions quite satisfactorily. With reference to the extratextual annotation (stored in
a Header File) tagged with texts, we can find out who has used the word. On the other
hand, with reference to the text in the corpus we can identify in which domains the
word is used; finally, with the help of a concordance list, we can find in which senses
the word is used and in how many senses it is used in the language. For instance,
consider the concordance list of that (Table 8.2) which shows how the word denotes
different senses and in which sense it is most frequently used in English.

Finally, it is possible to link up special usage of words to people of various
sociocultural and/or professional backgrounds to correlate to age, sex, occupation,
ethnicity, social class, education, and other demographic variables. For instance, it
is noted that in British English, female members use gorgeous three times more than
their counterparts, and ever so nice is typically linked to the ‘woman over forty-
five, and hardly ever by men of any age’ (Rundell 1996). Similarly, we can relate
how three quite frequently used idiomatic expressions like hajabarala ‘haphazardly,’
Sabdakalpadrum ‘word as a tree,” and aboltabol ‘nonsense’ are linked to Sukumar
Ray—one of the greatest literary figures of Bengal.
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Table 8.2 Concordance of that to trace usage and sense variations

1 among the myriads of men that existed who would pit

2 his angel mother! Who that had seen him bright and

3 like a celestial spirit that has a halo around him, with
4 and the dearer friends that inhabit it. I am surround

5 I inhabit and by you that made me, that with the co

6 so quit the sight of those that remained to me, and above

7 pain and horror. The poor that stopped at their door were

8 gain from any other being that wore the human form. “My
9 has found every instance of that word in the text

10 | Concordance is a program that scans a text file and outputs
11 | One can perhaps note that the line numbers are counted
12 | percentage of tokens found that were relevant

13 | This is the sort of study that could have been carried out
14 | may be a significant variable that is choice of adjective will be
15 | Therefore, we believe that whatever is said about words

8.12 The Realization

It is clear that in this digital age, a dictionary maker can compile a much better
dictionary with the fruitful utilization of data and information obtained from a corpus.
In fact, a multitext corpus is largely useful for better representation of linguistic and
non-linguistic information of the lexical items selected for inclusion in a dictionary.
This trend is becoming effective not only for general reference dictionary but also
for other types of dictionary including special and learner dictionary. Availability
of corpus has opened up scopes for developing new types of the dictionary which
can serve multiple purposes of the users. For instance, the recent trend for designing
digital dictionary as a stand-alone resource for various academic and non-academic
works is considered as an offshoot of language technology.

Attempts are also made to develop digital dictionaries of scientific and technical
terms, synonyms, antonyms, homonyms, polysemy, foreign words, native words,
idioms, phrasal units, proverbs, spelling, usage, proper names, person and item
names, obsolete words, neologism, slang, cants, etc. In most cases, both text and
speech corpora are used for such dictionaries. A speech corpus is used especially for
designing dictionaries of spoken texts and of pronunciation. Since these dictionar-
ies are designed with data and information collected from a corpus of present-day
language, these are far more informative and reliable. The diagram presented below
gives an idea how a language corpus is relevant in proving data and information for
compiling a useful dictionary in a language (Fig. 8.4).
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8.13 Conclusion

There is scarcely any area of dictionary making where a corpus cannot provide
important evidence or data to the lexicographer. In reality, a corpus is of great value
in deciding on the word list and on the form of each entry word to be selected for
a dictionary. A corpus is also important in defining, first in determining the sense
breakdown if the word is polysemous and then in discovering more particularly how
best to define each sense with reference to examples culled from a corpus.

It is always good to define words with authentic examples of how such words
are used in texts. In this case, at least, a corpus gives extremely good coverage of
common words, including common phrasal verbs and idioms. And if a corpus is
varied and large, it can also serve to catch and cover many uncommon words. In the
act of dictionary making, in essence, a corpus is a resource that has breathed new
life into the art of lexicography. ‘Wrong decisions are still being made, of course,
and always will be, but for the first time lexicographers at least have a sound basis
for making decisions and can no longer plead ignorance’ (Landau 2001: 305).

The present scenario of success in corpus-based dictionary making leads us to
believe that we can also develop something very much resourceful like this for the
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Indian languages. The emergence of the corpus has the potential to revolutionize
the entire profession of dictionary making as well as the entire world linguistic
knowledge storage, management and representation in the panorama of language
learning, language education and popular language-related services.
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Chapter 9 ®)
Corpus and Dialect Study ez

Abstract In the present Indian context, we find that many minority language com-
munities are living in different sociocultural and geoclimatic regions across the coun-
try. Any kind of systematic study on these languages requires well-formed and prop-
erly representative dialect corpus in digital form because a dialect corpus due to
its overall representation of the dialect in question is the most reliable resource for
studying the dialects in a faithful manner. It is the dialect corpus, and not a general
corpus of a standard language, and is of primary importance here, as a dialect corpus
is a unique kind of resource that can supply the most authentic data and informa-
tion of dialect variation that can be investigated with empirical details and verifiable
authenticity. Keeping this aspect in view, in this chapter, we shall try to discuss how
the study of dialects can be more rational, reliable, authentic, and useful if we carry
out research on dialects with the direct utilization of dialect corpus developed in
digital form. In this case, the modern dialectologists are not bound to depend, like
traditional dialectologists, on data, examples, and information elicited in a controlled
manner by analyzing responses elicited from a set of selected informants against the
questions asked to them. In this new method, we argue that if we can develop a full-
fledged large, multidimensional, and widely representative dialect corpus following
the methods, methods and strategies used in modern corpus linguistics, a dialect
corpus will be more rational in demographic sampling, more reliable in text repre-
sentation, more authentic in linguistic observation, and more verifiable in inference
deduction.

Keywords Dialectology * Transition + Dialect corpus - Contribution - Relevance
Limitations - Field linguistics - Language documentation - Language digitization
Language planning - Community development

9.1 Introduction

The compound ‘dialect study’ refers to the activities of collecting language data from
a dialect, analyzing its linguistic features and properties, and developing linguistic
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resources for the growth and development of the dialect. In the present global context
of linguistic imperialism and marginalization of minority languages, the activities
relating to digitization and documentation of minority languages have become issues
of great international interest, since proper restoration of nearly extinct and endan-
gered languages is linked with preservation of knowledge, history, and heritage as
well as preservation and development of culture of the speech communities. In a
country like India, where thousands of minority languages are blinking at the verge
of extinction, it is absolutely necessary to develop methods and strategies for docu-
mentation and preservation history, knowledge, and heritage of these languages in
digital form (Dash 2005). Through this process, we shall not only collect language
data but also collect information relating to life, culture, history, heritage, customs,
ethnicity, mythology, etc., of the minority language communities and preserve them
as valuable resources to be used in language planning and language rejuvenation.
Thus, dialect study will become an integrated part of our social responsibility where
each and every Indian linguist should commit some time of his or her academic life
for the growth and advancement of minority Indian languages.

In recent years, dialect study has shifted its focus from dialect data to dialect cor-
pus. A dialect corpus generated in digital form has become an indispensable resource
for clinical analysis of a dialect (Austin and Sallabank 2011). This new trend of dialect
research promises to flourish in coming years as modern dialectologists are grad-
ually shifting their attention from manually compiled limited dialect databases to
a systematically compiled large dialect corpus for authentic data, reliable informa-
tion, and appropriate examples (Lindstrom and Pajusalu 2002; Grenoble and Furbee
2010). With the advent of new technology and strategies for collection, processing,
analysis, and utilization of a dialect corpus, the field of dialect study acquires a new
dimension in dialectology as a dialect corpus grows in form and content to provide
more dependable evidence for unique elements, features, and information of dialects
with full empirical details and verifiable authenticity (Peitsara 2000).

Within the traditional frame of dialect study, a person (known as a dialectologist)
is usually engaged in the collection, storage, and analysis of dialect data. He is
normally interested to study how dialects vary across regions; how dialects differ
from each other despite geographical proximity; how dialects are spoken in various
geographical regions; how dialects vary with regard to a standard variety; how a
dialect moves toward the state of standardization, convergence, or extinction; how a
dialect borrows from other dialects; and similar other questions. For centuries, these
have been some of the primary queries in dialect study, and due to this reason dialect
study has evolved as one of the empirical fields of applied linguistics.

The modern concept of dialect study is, however, modified to a great extent to
include many new queries within its frame. Besides including the goals of traditional
dialect study, it also proposes to do the following things:

(1) Collect dialect data and dialect-related information from various dialects and
regional varieties.

(2) Store these data systematically in the digital archive with extra- and intra-textual
annotation.
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(3) Process these data to make these usable by man and machine.

(4) Analyze these data and draw inferences from the analysis.

(5) Develop linguistic resources for dialect communities.

(6) Utilize these resources for restoration and preservation of dialects.

(7) Provide data and information for language planning and language revival.

All the proposed tasks may be carried out with an exhaustive analysis of large
and varied dialect corpus developed with real-life evidence of dialect use. In essence,
dialect study should necessarily be based on corpus for its effective result (Austin and
Sallabank 2014). And for access to a dialect corpus, we require special equipment,
hardware, adequate storage capacity, processors to handle large text and audio files,
software, a strong operating system for handling data, display and editing facilities,
transcription modalities of audio recordings, acoustic analysis of speech data, etc.

In this chapter, we propose for developing a dialect corpus made with the ade-
quate amount of dialect data and dialect-related information directly collected from
the speakers in their own sociocultural and geoclimatic settings through face-to-face
interviews. These interviews will not only have responses based on previously pre-
pared questionnaires but also include several thoughtfully designed free discourse
text (FDT) for capturing all possible shades and shadows of life and living of the tar-
get dialect community. A dialect corpus developed in this manner will be authentic,
representative, informative, and reliable as the data is collected in the mode of free
discourse texts with close reference to the existence of speakers in their own home
environment (Hinton et al. 2017).

In Sect. 9.2, we discuss the nature of transition in approaches to dialect study
from traditional practice to modern digital method; in Sect. 9.3, we redefine dialect
study in light of modern dialect corpus; in Sect. 9.4, we present a theoretical frame
and content structure of a dialect corpus; in Sect. 9.5, we discuss the contribution
of a dialect corpus in dialect study; in Sect. 9.6, we highlight the relevance of a
dialect corpus in linguistics and other disciplines; in Sect. 9.7, we address some of
the limitations of a dialect corpus.

9.2 The Transition

For several decades, we have noted that dialectologists are interested to know how
dialects vary across geographical regions. To achieve this goal, they have tried to
analyze limited set of manually collected dialect data to know how different dialects
are spoken at different geographical regions, how dialects deviate from standard
varieties, and what kinds of mutual linguistic interrelation can be recorded between
the dialects in one hand and with the standard variety on the other. These are, no doubt,
important queries, due to which dialect study is considered as one of the primary
empirical fields of linguistics. In essence, within the general frame of traditional
dialect study, scholars aim at collecting data from dialect varieties, analyze them,
and draw some inferences based on analyzed data. In most cases, these studies
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are carried out on controlled data samples rather than using large dialect corpus
compiled in a scientific manner. This traditional method posits little problem to the
traditional dialect investigators since their primary goal is to focus on the vocabulary
and pronunciation of words used by particular dialects rather than focusing on other
properties of dialects relating to morphology, syntax, semantics, and ethnology.

As modern dialect investigators, we have different goals from that of traditional
dialectologists. We are not much interested to know how dialects vary across geo-
graphical regions. Rather, we are more interested to identify how information and
knowledge are encoded within dialects and how these can be faithfully extracted
and utilized for global access. The availability of multidimensional digital dialect
corpus in recent times has opened up many new methodical as well as directional
changes in dialect study. Several dialect corpora which are now available for global
access (e.g., Nordic Dialect Corpus, Freiburg English Dialect Corpus, Helsinki Cor-
pus of British English Dialects, Estonian Dialect Corpus) contain systematically
designed dialect samples which adequately represent the dialects from which these
are developed. Moreover, all major language archives and data centers such as the
Oxford Text Archive, the Bank of English, the British National Corpus, the American
National Corpus, the Linguistic Data Consortium, the Spanish Speech Corpus, the
Penn-Helsinki Language Database have collected large and widely representative
corpus of dialects spoken at various regions of Europe and America. These dialect
archives have generated the momentum to inspire many others to produce dialect cor-
pus of different types (e.g., the Syntactic Atlas of the Dutch Dialects) with the direct
utilization of tools and techniques used in modern corpus linguistics (Barbiers et al.
2005, 2008). In essence, the new generation of scholars of dialect study has adopted
a new approach for generating a new kind of dialect corpus, which has opened new
scopes for multidimensional analysis of dialects which have never possible before.

Inprinciple, a particular dialect, due to its geographical, typological, and genealog-
ical proximity, may be linked up with the standard variety as well as with other
regional varieties. This makes a dialect an important area of investigation within the
broad spectrum of sociolinguistics which tries to understand the hidden network of
the interface between language, speakers, community, and culture on the axis of time
and space (Fig. 9.1). Since the study of a dialect is actually the study of a language
variety used by a particular speech community at a particular geographical location
at a particular point in time, it cannot be complete without reference to the culture,
the society, and the community who uses the dialect. That means, the multifaceted
spectrum of life and living of community has to be accurately manifested in the
corpus that wants to represent the dialect.

This leads us to argue that the analysis of a dialect and its speakers cannot be com-
plete without the analysis of widely representative and multidimensionally developed
dialect corpus made with a large number of representative samples of texts the speak-
ers of the community actually use in their daily course of living. Therefore, we argue
for generating multidimensional dialect corpus in digital form, which can be used
to extract necessary data, examples, and information to understand various aspects
of the life of the speakers. Due to the compositional width and representational
diversity, a dialect corpus can supply necessary information about various linguistic
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and extralinguistic aspects of the dialect to formulate qualitative-cum-quantitative
observations about the community (Gippert et al. 2006).

The traditional methods of dialect study, although useful to a certain level
(Samarin 1967), have many limitations, which are not possible to overcome if we do
not adopt the new methods of dialect data collection and analysis. Within traditional
scheme, notable limitations are observed in the preparation of questionnaire, selec-
tion of informants, the manner of conducting interviews, elicitation of responses from
informants, recording and collecting responses, processing databases, interpretation
and analysis of data, and in drawing resultant inferences. That means, at every stage of
traditional dialect study, the dialect researchers have been crippled with several prac-
tical limitations, which forced them to draw skewed observations and questionable
inferences. Perhaps, the non-availability of advanced tools and techniques in dialect
data collection, processing, and analysis has been one of the strong barriers in tradi-
tional dialect study—as far as the studies of the earlier dialectologists are concerned.

In this context, we argue that the advanced tools and techniques that we use in
corpus linguistics can be highly beneficial for modern dialect study. We can use these
techniques to overcome the problems relating to skewedness in data elicitation, an
imbalance in text representation, errors in text processing, mistakes in text analysis,
and faults in inference deduction. Moreover, by applying the advanced statistical
and computational tools on digitized dialect corpus we can infer more reliable and
authentic observations that are open to all kinds of empirical verification. We can
have a better understanding of the nature of the transition from traditional dialect
study to modern dialect study with reference to the following list (Table 9.1).

For modern dialect researchers, it is comparatively an easy task to collect dialect
data in digital form in a comprehensive manner with samples of texts taken from all
kinds of linguistic interaction directly from a speech community, while the native
speakers are involved in various kinds of regular dialogic interactions. The impromptu
representation of texts of regular verbal interactions will make a dialect corpus largely
balanced and reliable to overcome the problems of skewedness and imbalance with
regard to a text representation. Moreover, systematic application of statistical and
computational methods of text processing and analysis will ensure error-free outputs
for the investigators to draw faithful conclusions. Thus, methods and techniques
used in corpus linguistics can add a new dimension in the area of dialect study never
visualized before.
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Table 9.1 Traditional dialect study versus modern dialect study

Traditional dialect study Modern dialect study

Limited amount of data Unlimited amount of data

Mostly one-dimensional Mostly multidimensional

Specific study Holistic study

Sample-based Corpus-based

No use of technology Heavy use of technology

No use of text processing tools Heavy use of text processing tools

Study how dialects vary across geographical Study how information and knowledge are
regions encoded within dialects
Questionnaire-based elicitation Mostly free discourse texts

Purpose is documentation Purpose is restoration, knowledge generation
Non-participation of dialect community Direct participation of dialect community

9.3 Redefining Dialect Study

In this section, we propose a new method, which we call corpus-based dialect study.
In this method, we try to provide a better perspective toward dealing with the prob-
lems that are faced by traditional dialect researchers. The basic component of this
method is a dialect corpus which is developed in digital form following the methods
and principles of corpus linguistics. A dialect corpus developed in digital form con-
tains samples of the text of written and spoken interactions in a faithful and uniform
manner. While the written part stores several samples of written text, the spoken
part stores samples of spoken text collected from various spoken interactions. Pro-
portional representation of both types of text becomes indispensable in subsequent
stages of dialect analysis and interpretation to reflect on the linguistic features of the
dialect as well as on the people who use it.

The composition of some dialect corpora recently developed in digital form pro-
vides us necessary insights into how we can capture the representative text samples
from a dialect (Francis 1980). Also, it provides us necessary guidelines for analyzing
a dialect corpus by which we can faithfully reflect on the special features of a dialect.
A digital dialect corpus due to its variety in texts, multidimensionality in content, and
diversity in form excels over the traditional dialect databases compiled manually, as a
digital dialect corpus captures the overall usage variation of a dialect with a focus on
its diversity and variety. Therefore, to know the life and society of the people through
the dialect they use, to extract the knowledge and information embedded within a
dialect, as well as to identify the finer traits of difference underlying between a dialect
and a standard variety, it is rational to depend on digitally developed multidimen-
sional dialect corpus than on one-dimensional dialect data collected manually for
object-oriented studies.

A digitally developed dialect corpus is more faithful in supplying necessary lin-
guistic information and data relating to phonetics, phonology, morphology, lexicon,



9.3 Redefining Dialect Study 145

semantics, syntax, and other linguistic properties of a dialect. For instance, surrep-
titiously collected normal speech corpus is highly useful in providing necessary
segmental, suprasegmental, and phonological information to study the phonemes,
allophones, sound systems, speech patterns, intonations, and other aspects of speech
used in a dialect. We can infer important statistical results from a speech corpus on
the varieties of use of various sound elements based on which we can make indi-
vidual as well as general remarks about the usage patterns of sound segments in a
dialect. And such a study on a dialect is necessary to know how a dialect differs
from its sister dialects as well as from the standard variety. For instance, data and
information retrieved from the Helsinki Corpus of British English Dialects are used
by investigators to mark the phonological similarities and differences among the
English dialects as well as between the dialects in one hand and the standard variety
on the other (McEnery and Wilson 1996: 110).

As modern dialect researchers, we are interested in using techniques of corpus
linguistics within the main frame of our activities as we are willing to go beyond the
sphere of general observation of dialect elements to the realm of ‘scientific truth’
which corpus linguistics always tries to uphold. We desire while we analyze a dialect
corpus, to overcome the pre-defined boundaries of general concerns of traditional
dialect study to delve into the inner sides of words and meanings, pronunciations,
and other regular aspects of dialects. Moreover, we want to delve into various soci-
olinguistic issues like gender, occupation, ethnography, discourse, pragmatics, aes-
thetics, ecology, networking, heritage, history, culture, and hosts of other aspects to
look at a dialect not as an isolated phenomenon but as a vibrant social entity directly
linked with several extralinguistic controlling factors. We approach these issues as
important areas of dialect study and treat these in pure empirical light to understand
a dialect and its speakers.

Through an empirical analysis of dialect corpus, we can show the differences in
views of the linguists and non-linguists about a dialect. We can also show the kinds of
knowledge the non-linguists usually use to ‘know’ a dialect. That means, information
and data stored in a dialect corpus contain some relevant cues that help us to map the
conceptual and cognitive interfaces between a dialect and its users which is termed
as ‘Perceptual Dialectology’ (PD) (Petyt 1983).

The basic argument is that a systematically developed digital dialect corpus is
a good source of data for detailed and authentic information about various spheres
of life of a speech community. It is perhaps the most attractive area of interest for
both linguists and non-linguists who are willing to track the divergences and conver-
gences of various routes of life and living of the dialect speakers (Peitsara 1996). As
a result, linguists, sociologists, anthropologists, and social psychologists who deal
with the interfaces of language and life can easily find the wealth of authentic data
to write a more general account about dialects with a focus on the ethnography of
the dialect community. As modern dialect researchers, we are interested in a holistic
model and willing to relate language with oral history, performance studies, psychol-
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Written Text Samples Spoken Text Samples
° mythology, legends, history, folksongs, folktales, lullabies, fairy
= geography, folktales, folklore, fairy tales, oral stories, tales, riddles, fables,
§ 5£ tales, fables, general stories, ghost rhymes, ballads, elegies, poems, ghost
'gb & | stories, love stories, rhymes, riddles, stories, love stories, songs, proverbs,
g songs, ballads, proverbs, idioms, idioms, poems, plays, elegies, puzzles,
poems, plays, elegies, etc. etc.
Business and commerce, social life, business, agriculture, religion,

history, religion, faiths, cults, rituals, migration, environment, history, nature,
nature, politics, culture, environment, | faiths, geography, politics, norms, social

Informative
texts

literature, practice, norms, agriculture, rules, systems, cults, traditions,
customs, feasts, festivals, games, customs, socialization, rituals, culture,
sports, traditions, health, professions, festivals, folk science, health, games,
hygiene, cultivation, migration, etc. sports, hygiene, ailments, etc.

Fig. 9.2 A general composite structure of a dialect corpus

ogy, religion, belief, semiotics, sociology, culture, gender, aesthetics, dance, music,
narrative and verbal arts, linguistics, ethnomusicology, the literature, anthropology,
history, heritage, ecology, area study, folk art, communication politics, rituals, fes-
tivals, humor, identity, science, food, health, medicine, art, and all other issues of a
dialect community.

9.4 Structure of a Dialect Corpus

In principle, the structure of a dialect corpus, which we propose to design following
the methods of corpus linguistics, should contain representative texts from both
written and spoken sources. While the written text samples should be compiled
from written texts available in a dialect, the spoken text samples should be collected
from normal dialogic interactions that take place within a sociocultural spectrum of
linguistic interactions of a dialect community. In the following diagram (Fig. 9.2),
we try to show a general frame for developing a dialect corpus in accordance with
the scheme of a digital corpus generation.

According to this scheme, a representative dialect corpus is made up of two
parts: (a) written text samples and (b) spoken text samples. Each part is constituted
with imaginative text samples and informative text samples as the above diagram
shows. With the text samples gathered from the variety of sources, a dialect corpus
represents a ‘composite structure’ of a dialect taking into account the width and
variety of life and society of the people belonging to the dialect. The fields listed
in the list above show that while the written part preserves samples of written texts
collected from varieties of sources (wonder, if all these are available in a dialect), the
speech part contains samples of spoken texts from daily dialogic interactions relating
to various aspects and issues of life. The written text samples, if necessary, may be
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further augmented with new data collected from archives or published sources or
transcribing the spoken texts produced by the informants into written form.

On the other hand, the spoken text samples can be collected from innumerable
contexts of dialogic interactions with the speakers of the dialect covering all possible
aspects, issues, and events that take place in the life of the community members. The
spoken texts may be rendered into written form by using the processes of phonetic
transcription and orthographic annotation. Thus by way of systematic collection, we
can develop a good, balanced, and properly representative dialect corpus. We admit
that the task of compiling such a dialect corpus is quite difficult and time-consuming,
as it asks for long-term planning, large-scale investment, collective enterprise, and
fruitful utilization of the methods of corpus linguistics. However, once we succeed
in developing a dialect corpus of this kind, we add up a new dimension to the field
of dialect study to make it far more effective and reliable. Moreover, by systematic
analysis of data stored in a dialect corpus, we can produce new evidence to look at
a dialect from a new perspective.

9.5 Contribution of a Dialect Corpus

In the diagram below (Fig. 9.3), we propose a scheme to show how linguistic as well
as extralinguistic data and information may be extracted from a dialect corpus to be
used in various kinds of research and development work. When we delve into the
diagram, we find that a raw dialect corpus may be made up with samples of spoken
texts of various kinds of a dialect. And these texts may be collected from a dialect
community in a systematic manner following the rules and methods of digital corpus
generation to make the dialect corpus maximally varied and widely representative
of the target dialect community.

After a raw dialect corpus is collected in electronic form, it is passed through
several stages of corpus processing that involves indexing of text samples, text-type
categorization, transcription of spoken texts, type—token analysis, lexical division,
frequency count, prosodic annotation, semantic annotation, grammatical annotation,
concordance, lemmatization, local word grouping, key-word-in-context, collocation,
parsing. Most of these works are carried out with the help of corpus processing tools
and systems developed for processing a general language corpus. A processed dialect
corpus is further classified to produce a core dialect corpus which contains only the
indispensable linguistic and extralinguistic data and information relating to a dialect.
Now, we have, at their disposal, a core dialect corpus which is designed systematically
to serve our all linguistic purposes. From this corpus, we can retrieve data, examples,
and information of various types to address various research and application needs
of a dialect.

The most important part is related to the extraction of information and data of var-
ious types from the core dialect corpus. People of various domains and interests can
utilize this corpus to address their varied needs. For instance, phoneticians can extract
sounds, phonemes, allophones, and all kinds of phonological data and information;
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Fig. 9.3 Utilization of a
dialect corpus in dialect
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grammarians and morphologists can collect morphs, words, and related elements;
semanticists can retrieve necessary information of word meanings; syntacticians can
collect elaborated data and information about phrase, clause, and sentence forma-
tion; lexicologists can retrieve lexicon, idioms, phrases, proverbs, and other data to
investigate various linguistic issues and events noted in a dialect.

On the other hand, people who are not directly linked with core linguistics or
dialectology can also benefit from a core dialect corpus. For instance, scholars of
sociolinguistics, anthropology, ecology, sociology, ethnography, and language plan-
ning can use data and information from the core dialect corpus to address their queries
about various linguistic and extralinguistic issues relating to a dialect as well as about
the life, living, and society of the dialect speakers. Thus, a core dialect corpus obtained
from a raw dialect corpus can satisfy the requirements of all concerned who want
authentic data and information relating to a dialect and its users.

9.6 Relevance of a Dialect Corpus

Perhaps, there should not be any question with regard to the relevance of a dialect
corpus in research and development of a dialect (Ihalainen 1991). Since the utility of
adialect corpus in dialect study is self-explanatory, the development of a well-formed
and well-framed dialect corpus should be our primary concern. We can visualize the
referential relevance of a dialect corpus if we consider dialect study as an important
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domain of sociolinguistics where dialect data is perceived as one of the most trusted
resources to look into the multidimensional fabric of the life and living of a dialect
community. In the following paragraphs, we try to show how data and informa-
tion obtained from a dialect corpus become valuable inputs for sociolinguistics and
other branches of social science directly relating to the life and living of a dialect
community (Thalainen 1994).

A dialect corpus provides not only necessary information relating to sounds and
phonemes used in a dialect, but also supplies a huge amount of data relating to
morphs, words, idioms, sentences, phrases, and other linguistic elements used in a
dialect. This leads us to make a reliable statistical estimation on the patterns of use
of various linguistic items in a dialect based on which we can make a general and
specific observation about a dialect and its speakers.

We have observed that many linguistic data, information, and properties of a
dialect ‘die’ over a period of time. This is a universal phenomenon noted in all
dialects. As aresult, the folk texts (e.g., folk tales, fairy tales, fables, legends, stories,
rhymes, lullabies, riddles, puzzles), which were once very much vibrant in a dialect,
die in forever without any scope for their retrieval. This is an irreparable loss for a
dialect community that possessed these as well as for a standard variety to which the
dialect belongs. Since these folk texts are an undisputed source of information and
knowledge, they contribute in different capacities to shape up life and society of the
dialect speakers. A dialect corpus preserves these resources for future use.

The complete picture of the life of a dialect community is never captured unless the
samples of both imaginative and informative texts are analyzed together to explore the
diversities of life. Since other branches of social science equally benefit from these,
the relevance of a dialect corpus is further expanded beyond the realm of dialect
study. Therefore, to portray a comprehensive picture of life, living, and culture of a
dialect community, we require a large and widely representatively dialect corpus that
can help us with data and information for carrying out sociocultural, socioeconomic,
and sociopolitical investigations.

A dialect corpus is needed to draw a line of distinction between a dialect and a
standard variety. A dialect corpus usually stores a large stock of old words, ethnic
terms, specialized dictions, codes, jargons, idioms, phrases, epithets, and proverbs,
etc., which become useful in supplying valuable corroborative linguistic data and
information to mark the unique linguistic identity of a dialect against the pervasive
impact of a standard variety.

A dialect corpus, due to uniqueness in composition and content, is able to con-
tribute valuable linguistic and extralinguistic information and data which are essential
in descriptive linguistics, historical linguistics, comparative linguistics, sociolinguis-
tics, and ethnolinguistics.

Traditional dialect studies show, with a handful of data, how the standard pronun-
ciation of words varies in a dialect. In most cases, examples furnished in such studies
vary within a small range of citation based on the collection of suitable words by
investigators. We can ask questions here regarding the number of citations as well
as about the scarcity of evidence. Although people claim that there are differences
between a dialect and a standard variety at utterance level, these differences are not
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adequately explicit due to lack of large and widely representative data. A dialect
corpus can be quite useful here as it provides a huge amount of speech data marked
with distinct utterance variations.

Traditional dialect studies claim that a dialect possesses specific sets of affix,
postposition, case marker, particles, etc., which are not found in a standard variety.
We cannot accept this claim to be right due to the scanty amount of data based on
which such claims are made. We may also raise questions regarding the source of
data, methods of extraction, and nature of their representative potentiality. These
questions will become irrelevant if we make claims with data and examples directly
extracted from a dialect corpus. In essence, the lack of a representative dialect corpus
may force traditional dialectologists to restrain themselves from furnishing enough
evidence for establishing their arguments.

It is often claimed that the grammar of a dialect is different from that of the stan-
dard variety. There is, however, no valid proof to validate this observation. Nobody
ever made a comparative study in this area by analyzing a dialect corpus with that of
a corpus of a standard variety. Also, there has never been any effort to estimate how
differences are statistically significant. Answers to these questions may be found
only when corpora of both the varieties are properly analyzed, compared, and sta-
tistically measured. That means, without reference to corpus whatever is said about
the grammar of a dialect and a standard variety is actually a crippled generalization
based on partial intuitive observation.

Within the present frame of dialect research, a dialect corpus is indispensable
in the act of addressing various issues of dialectology. A dialect corpus is used to
study about how a dialect varies across places and times, how the vocabulary of a
dialect increases or decreases with the change of time, how the meanings of words
change with time and event, how a dialect varies within the same geographical
region, how a particular dialect within a group of similar dialect varieties becomes a
standard one, how linguistic features of a particular variety contribute in the process of
standardization, etc. All such questions can be rightly addressed with direct reference
to a dialect corpus.

Finally, those who work in dialect-based studies of life, society, and culture may
find a dialect corpus immensely useful for authentic demographic, sociocultural,
and geoclimatic data and information. In fact, a dialect corpus is the most faithful
resource for them wherefrom they can collect a list of words, specialized terms,
idioms, phrases, proverbs, etc., to generate knowledge texts like dictionaries and
word books as well as to show the interfaces underlying between a dialect and its
speakers.

In recent years, we have observed a close interface between dialect study and
formal syntax in which the individual syntactic forms are examined between the
related dialects, although no empirical basis is found for studying minimal diversions
in which sentences of dialects vary. This implies that the linguistic field studies and the
procedures through which the dialect data is elicited require necessary up-gradation
to facilitate comparative analysis of this kind. The availability of a dialect corpus can
open up new opportunities to explore this area with authentic reference to empirical
examples.
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9.7 Limitations of a Dialect Corpus

There are some limitations of a dialect corpus, however large and diversified it may
be. And due to these limitations, the use of a dialect corpus in the study of a dialect
has not been wide and universal. We try to refer to some of the limitations in the
following paragraphs.

It is necessary to transcribe the spoken texts that are captured within a dialect
corpus into written form to process, analyze, and interpret these. However, during
the time of transcription of spoken texts, we invariably lose some amount of phonetic
and prosodic information of normal speech. This happens due to complexities and
technical constraints involved in the conversion of spoken texts into written form.
Since speech and writing (i.e., acoustic vocalic vs. graphic, auditive vs. visual, etc.)
are different, the spoken texts of a dialect contain some unique features, which are
indeed very difficult to represent in the written form (Eggins 1994: 56). For instance,
conversion of texts in which speakers are talking together simultaneously is really
difficult to represent in linear order within a written text. Naturally, in such cases,
the accuracy of transcription depends heavily on the skill of a transcriber as well
as on the purpose of a study. For example, if a spoken text is intended for study-
ing the morphosyntactic features of speech, the normal orthographic transcription
may be sufficient, but it is not always easy to decide the spelling of certain lexical
constructions used in the spoken texts.

Another limitation is the recognition of speech units, the meaningful entities in
the speech of individual speakers, which are recorded and put into a dialect corpus.
Sentences, although treated as fundamental structural units in formal grammatical
descriptions, cannot be easily discerned in dialogic interactions or group conver-
sations (Weigand and Dascal 2001: 15). That means, we do not have reliable cues
to identify sentences in spoken texts of dialogues except in terms of their semantic
content. Orthographic transcription conventionally contains sentence-final punctu-
ation marks such as periods, full stops, exclamation marks, and question marks. In
actuality, these are manually inserted by a transcriber as cues to reflect on the fea-
tures such as changes of topics, rising and falling intonations, pauses in a stream of
speech, and intention of speakers. But spoken texts show that a speech proceeds in a
long sequence of paratactic units without any indication for most of the features. The
punctuation marks that are used in spoken text transcription are actually a kind of
forceful imposition of the rules of standard written text on the structure of a spoken
text.

Even if we agree that the characteristic features of informally spoken texts of
a dialect are possible to detect in some way or other, we have no cues for those
spoken texts that occur in a typical ongoing flow of speech in which both the clausal
and non-clausal elements are interfaced together more freely than they are noted in
more formal varieties of speech. Since dialect speeches are produced in ‘real-time
situation’ and ‘on the spot,” speakers proceed without a premeditated plan and they
often change the structure in the middle of a sentence. As a result, dialect speeches
become highly punctuated by pauses, hesitations, repetitions, diversions, false starts,
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fillers, non-beginnings, non-ends, and similar such elements. Moreover, to save both
time and energy, speakers aim at reducing the length of what they have to say by
not expressing the words considered dispensable in understanding the texts. This
often results in ellipses and tags from the point of view of the standard form of
formal spoken texts. Therefore, while analyzing spoken texts of a dialect corpus, it
is necessary to treat sentence structures in a larger context of discourse to find out
the patterns typical to individual speakers.

The system of analyzing spoken texts included in a dialect corpus is still, to a
large extent, based on the method used to analyze a text of a written corpus. We,
therefore, have doubts to what extent the techniques and tools that are used to analyze
written text corpus can be effective for analyzing spoken text corpus. We also doubt
whether we should use the nomenclature of written text analysis (e.g., sentences,
clauses, and phrase) for analysis of spoken texts as this nomenclature hardly fit into
the frame of spoken text units. On the other hand, we introspect if we should analyze
spoken texts at the unit level—at the level of meaningful entities—in the speech of
individual speakers. Perhaps, we require further exploration in this area to find out a
workable solution.

9.8 Conclusion

Dialect study is an application-oriented field where a dialect corpus is an indispens-
able resource for linguistic investigation and analysis. In principle, dialect researchers
need a dialect corpus of spoken texts not only to study regional uniqueness observed
in a variety but also to develop dialect-based resources such as dialect dictionaries,
dialect grammars, and word books.

A dialect corpus is different from a corpus made in standard variety in the sense
that a dialect corpus is characteristically archaic in nature and less open to change.
It becomes useful to the study of those linguistic features and properties, which are
considered rare or obsolete in the standard variety. Thus, a dialect corpus, by virtue
of its rare linguistic properties, becomes a valuable linguistic treasure for descriptive
linguistics, historical linguistics, comparative linguistics, and applied linguistics.

Based on the above observations, we conclude that in a multidialectal country
like India, we need to pay attention toward the generation of dialect corpora for the
dialects used in India. This will enable us to preserve all possible dialect varieties
found in the country. Moreover, analysis of these dialect corpora will yield many new
insights and information by which the dialects and their people will be benefitted
both linguistically and culturally.
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Chapter 10 ®)
Corpus and Word Sense Disambiguation | oo

Abstract Every natural language has a large set of words, which, when these are
used in a piece of text, may vary in sense denotation. It has been noted that for
ages that context, where these words are found to be used, can play an explicit and
active role to influence the words to deviate from the original sense to generate
new senses. And these new senses are usually contextualized or context based. The
newly acquired senses often vary from the original senses of words usually derived
from their origin or etymology. This phenomenon of words in a natural language
has several long-standing problems relating to understanding and cognition of word
meanings, using word meanings in machine learning as well as presenting word
meanings in the dictionary. In this chapter, we shall describe the ‘corpus-based
approach’ to deal with the phenomenon of sense understanding of words. We shall try
to discuss how the information extracted from a corpus can help us attribute meaning
of words to their unique distributional information and contextual environments.
While distributional information refers to the frequency distribution of the senses
of the words, contextualized environments refer to the setting of occurrence of the
words in some particular textual situation. We shall also try to show how we can
extract necessary information from the contexts of the words used in a corpus to pick
up necessary cues for understanding the actual contextualized senses. To substantiate
our arguments, we shall try to draw supporting data, information, and evidence from
the Bangla corpus of written texts developed in the TDIL project.

Keywords Word meaning - Word sense disambiguation - Issues in sense
variation + Context in sense variation + Context * Interface among the contexts
Corpus in sense disambiguation

10.1 Introduction

All natural languages have a large set of words, which, when these are used in a
piece of text, may vary in a sense denotation. It is the contextual situation that actu-
ally plays an explicit (rarely implicit) and active (rarely passive) role to influence the
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words to generate novel contextualized senses, which often vary from the original
senses that are derived from etymological information of the words. This implies
that context plays a highly crucial role in partial or total modification of senses as
well as in projecting new senses of words. Since it is not always possible to deci-
pher the contextualized senses of words just by observing them in simple contextual
frames, several intralinguistic as well as extralinguistic factors (e.g., knowledge of
the external world, discourse dimensions, pragmatic interfaces, conceptual inter-
face underlying an act of communication, register variables, diverse social relations
existing among participants, sociocultural background of different language acts,
co-texts, etc.) contribute toward obtaining the actual sense of words. Therefore, for
the purpose of understanding the actual senses of words, it is always necessary to go
for a thorough analysis of the contextual frames of words in minute details.

Although itis understood that various fields of descriptive, applied, computational,
and cognitive linguistics can benefit from the elaborate analysis of the contextual
senses, the actual process of sense analysis and interpretation is a highly complex
task. In this chapter, we shall try to take help of the ‘corpus-based approach’ to
interpret as well as to understand the contextual sense of the word with reference to
corpora of actual language use. In fact, an appropriate reference to corpora can help
us extract, represent, and interpret the contextualized senses of words which look so
enigmatic in their decontextualized appearance.

To deal with the problem of interpretation and understanding of word sense,
scholars have so far proposed two major approaches:

(a) The knowledge-based approach and
(b) The corpus-based approach

In the knowledge-based approach (KBA), it is often argued that it is always better
and useful to refer to information found in structured knowledge sources (e.g., dic-
tionary, grammar, word book, thesauri, etc.) in understanding word senses (Schiitze
1998; Coleman and Kay 2000; Cuyckens and Zawada 2001). On the other hand,
in the corpus-based approach (CBA), scholars are interested to rely on information
of word sense retrieved from the usage of words in the corpus (Ravin and Leacock
2000; Vera 2002). We like to subscribe the ‘corpus-based approach’ since it helps us
mark the senses of words to their distributional information and contextual frames.
While distributional information refers to the frequency of distribution of senses of
the words in different kinds of texts, contextual frame refers to the environment of
occurrence of the words in texts. We like to extract necessary information from anal-
ysis of contexts of words used in a corpus which is enriched with diverse text types
to provide necessary clues to understand the actual contextual senses. Therefore, to
substantiate our arguments, we like to draw supporting evidence from the Bangla
corpus of written texts developed in the TDIL project.

The present chapter is organized as follows. In Sect. 10.2, we shall discuss in
brief some of the propositions about word sense as proposed by earlier scholars;
in Sect. 10.3, we shall try to identify the factors and issues that are considered
responsible for sense variation of words; in Sect. 10.4, we shall look into the basic
nature and patterns of sense variation of words as observed in all natural languages;



10.1 Introduction 157

in Sect. 10.5, we shall try to define the contexts and how do they work behind sense
variation; in Sect. 10.6, we shall try to identify the interface that lies among the
contexts; and in Sect. 10.7, we shall show how data and information collected from
language corpora can be fruitfully utilized in the act of sense disambiguation of
words.

10.2 Propositions About Word Meaning

The traditional views of lexical semantics have been severely criticized by some mod-
ern linguists to nullify the importance of our age-old notion about the etymological
meaning of words. They have claimed that the meanings of words actually come from
their contextualized usages and not from the meanings recorded in their etymological
information. One of the chief exponents of this model, Bronislaw Malinowski, has
argued the following:

... the meaning of any single word is to a very high degree dependent on its context ... a word
without linguistic context is a mere figment and stands for nothing by itself, so in reality
of a spoken living tongue, the utterance has no meaning except in the context of situation.
(Malinowsky 1923: 307)

Many modern semanticists including Firth (1957), Lyons (1963), Nida (1997),
Cruse (2000), Goustad (2001), and others have supported almost similar observa-
tions. The basic argument of this observation is that the actual meaning of a word
does not come from its origin (i.e., etymology) or its surface structure (i.e., morpho-
logical form), but from ‘the company it keeps’ (Firth 1957: 21). Therefore, the only
way to determine the meaning of a word is to examine its usage variations in partic-
ular contexts. They have also emphasized that both cultural and linguistic contexts
should be explored with equal emphasis for this purpose if required. What we under-
stand from this deliberation is that meanings of words when the words are detached
from their contextual frames of usage are incomplete. Therefore, we need varieties
of context-based information for proper semantic analysis and understanding of the
meaning of words.

Interestingly, some ancient Indian grammarians have also argued to refer to the
role of context in the act of understanding the actual meaning or sense of words.
According to ancient Indian grammarians, words are meaningful only when these
are used in sentences. The literal senses of words are possible to extend, change, and
revise according to their usages, while the actual senses are possible to derive from
the contextual frames of their usages (Verma and Krishnaswamy 1989: 330). It has
confirmed our general observation that the senses of words are indeed associated
with their syntactic, topical, prosodic, idiomatic, and similar other characteristically
observable contexts (Mindt 1991: 185).

This observation leads us to argue that if a word has been separated from the
context of its use which is bound by various observable environments, we shall not
be able to decipher its actual sense. That means we may fail to understand what the
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speakers or the writers intend to convey to their listeners or readers through the use
of the word. However, the process of decipherment of actual contextual sense of
words is not a trivial task, since in most of the situations it is hidden within various
linguistic and extralinguistic factors relating to a linguistic event. We have captured
and comprehend these factors to understand the implied meanings.

10.3 Issue of Sense Variation

When we assume that words are interlinked with several senses, and we understand
that the question of sense variation of words becomes an important challenge in
word sense disambiguation. In general, it is noted that most of the words of a natural
language are capable to exhibit multiple senses generated by their semantic extension.
For example, the English word head, because of the feature of semantic extension,
is able to refer to various senses in the following manner:

Word : Head
POS : Noun
Senses

top of (human) body top of glass

top of a department ~ number of persons

number of cattle knowledge

intelligence inborn ability

the top part of a thing front part of a thing
president of a country leader of group, team, gang

father of family source of a river
blade of a spear mouth of a pimple
the side of coin edge of a bed, etc.

Similarly, the Bangla word katha, due to variation in usage in different contextu-
alized frames, is able to refer to various senses such as the followings:

Word : katha

POS : Noun

Senses
word statement
description  narration
assurance story
fact event
opinion promise
oath excuse

conversation suggestion
provocation commitment
prescription compulsion
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context explanation
order request, etc.

When we try to scrutinize the senses listed above, the phenomenon of sense
variation reveals a unique network of intricate relations among the senses, which
hardly come out to surface for dissolution in a simple way. After analyzing the senses,
we identify the following notable features of the phenomenon the understanding of
which may provide clues for designing systems for word sense disambiguation.

(1) A word can have a core sense (explicit or implicit) of its own.

(2) The sense of a word may change due to the context of its use.

(3) A new sense is a conceptual extension of the core sense.

(4) Linguistic and extralinguistic factors are responsible for sense variation.
(5) If the context is understood, word sense can be captured.

The most crucial question in this regard is: How does sense vary due to variation
in context? It is an important question not only is word sense understanding and sense
disambiguation but also in many other domains of linguistics such as lexical seman-
tics, lexicography, language teaching, and language cognition. Probably, information
obtained from the contextual frames can provide us important clues to find a suitable
answer. For this, we need to start a search for the contexts to understand what kinds
of information they supply and how do they supply to us.

The availability of a large number of polysemous words (words with multiple
senses) in a natural language raises a pertinent question: why some words are pol-
ysemous while others are not (Dash and Chaudhuri 2002)? It is not easy to find out
strong reasons to produce a fitting answer to this question. However, we may try to
identify some linguistic and extralinguistic factors that may be behind this particular
phenomenon. The factors that trigger sense variations of words may be summarized
in the following manners. Among the linguistic factors, the followings may be the
most important ones:

(1) The context of occurrence of words in a piece of text is the biggest source of
sense variation of words. That means a variation of context has a possibility
of generating a new sense. Most of the polysemous words found in a natural
language are of this type. In fact, context causes sense variation in so many ways
that it becomes almost impossible to understand the actual sense of the words
without proper reference to the contexts of their occurrence.

(2) Collocation also helps words to generate new or different senses. One can note
a semantic shift when a particular word (say, target word (TW)) collocates with
a neighboring word (NW) to generate a new sense. For instance, in Bangla,
the word mukh(a) (TW) can generate various senses when it collocates with its
neighboring words, as the following examples show.

mukh alga ‘long tongue’ mukh cchata ‘glamor’
mukh bandha ‘introduction’ mukh chora ‘bashful’
mukh chun ‘abashed look’ mukh jhamta ‘scolding’

mukh kharap ‘filthy mouth’ mukh nara ‘mouthing’
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mukh patra ‘manifesto’ mukh patra ‘spokesperson’
mukh phor ‘outspoken’ mukh sarbasva ‘gasbag’
mukh pora ‘scandalous person’ mukh rocak ‘tasteful’

mukh §rT ‘beauty’ mukh bhangi ‘grimace’
mukh chabi ‘beauty’ mukh chandra ‘moon face’
mukh chapa ‘tongue tied’ mukh kamal ‘lotus face’
mukh mandal ‘face’ mukh misti ‘sweet language’
mukh padma ‘lotus’ mukh pat ‘inauguration’
mukh ruchi ‘taste’ mukh $uddhi ‘deodorization’

In each case, the core sense of the TW is changed due to collocation with the
NW. The NW performs the role of a variable to generate a new sense of the
TW. It is, however, difficult to understand the new sense of the TW if we do
not analyze and associate the meaning of the NW with that of the TW. This
is a common feature noted in descriptive, adverbial, and reciprocal compound
words used in the Bangla texts. Perhaps, it is also true to other natural languages,
which maintain genealogical relation with Bangla.

The change of the part-of-speech of words can be another factor behind the
phenomenon of sense variation of words (Dash and Chaudhuri 2002) . It is
noted that it may cause words to generate new senses, which may be different
from the primary sense of the words. Although it keeps a silent relation, it
often maintains a safe distance. Such conceptual expansion may add an extra
shade to the actual sense of a word. For example, in Bangla, the word chara is
usually used to indicate ‘without’ which is an adverb (ADV) derived from the
verb root (FV-RT) ./char meaning ‘to make free something.” The word is also
found to be used as a noun (NN) to mean ‘a mature female calf which is freed
from its mother’ as well as an adjective (ADJ) to refer to ‘something, which
is freed.” If all these sense variations are combined together, we can trace a
relational interface existing among the senses used in different parts-of-speech
of the word. However, in each part-of-speech, the word carries its own core
sense (i.e., sense of separation) originally found in the root of the word.

The information gathered from various extralinguistic sources may help in under-

standing the nature of sense variation of words. These extralinguistic factors are not
always clearly traceable within the immediate context of word use, as they originate

fro

m different sources which may have an indirect link with the words under analysis.

In most cases, the majority of the factors may come from various ethnographic (e.g.,

his
etc

torical, social, cultural, moral, geographical, demographic, political, cognitive,
.) sources which are not often clearly understood by the users of a language. The

question is how and why the information available in various extralinguistic sources
becomes necessary in the study of sense variation of words.

Scholars have attempted to provide an explanation, which seems to be quite rea-

sonable. In an extensive study on Japanese taste terms, Backhouse (1994) has pointed
out the followings:

... language is used in the world, and lexical items relate to aspects of this world: in particular,
lexical items are applied to extralingual categories of entities, qualities, actions, events, and
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Fig. 10.1 World of information in sense variation of words

states, and the relation between an item and such categories ... is normally understood as
constituting a central part of its meaning. (Backhouse 1994: 23)

Similarly, Deane (1988) has tried to justify by arguing that the human think-
ing process has two vital complementary characteristics. While its displays flexible
responses to novel situations, it is also highly structured, incorporating detailed infor-
mation about the world (Deane 1988: 325). The value of extralinguistic source is also
acknowledged by Kay (2000) as he argues that since natural language is concerned
with organizing our perceptions of the world we live in, it is not, therefore, unrea-
sonable that an appeal to knowledge of the world should form a part of the process
of defining lexical items we come across in life (Kay 2000: 63). Thus, scholars have
tried to justify the significant of extralinguistic factors in the act of understanding
sense variation of words.

In light of the arguments stated above, we can try to understand why the issue of
sense variation of words is increasingly turning its attention toward the external world.
What we understand is that in the act of understanding sense variation of words, we
invariably require all kinds of information to probe into the phenomenon. We may
seek help from the internal world of linguistics or from the extralinguistic world.
If required, we may cite references from various domains of human knowledge.
Information may come from every field of human knowledge for elucidating the
feature of sense variation of words in question. This is a two-way process: (a) the
extralinguistic world relating to life and living of speakers shades light on sense
variation and (b) the process of elucidation of senses of words shades new light on
life and society of the speakers (Fig. 10.1).

10.4 Nature of Sense Variation

One interesting finding in this context is that not only the function words, the content
words are also quite dynamic in sense variations. We find that in the Bangla text
corpus words belonging to the class of noun, verb, and adjective are very dynamic
in sense variation as they frequently change senses based on different contexts and
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Table 10.1 List of Bangla nouns with 15+ sense variations

Noun Core sense Senses Noun Core sense Senses
uttar North 15+ katha word 25+
kaj work 15+ kal time 20+
kul shore 20+ kut mountain 20+
kos cell 15+ ksetra field 15+
gati speed 18+ gun quality 20+
guru master 21+ ghar home 15+
cal gait 19+ dasa stage 15+
dharma religion 20+ nam name 17+
paksa side 15+ pad position 17+
parba phase 16+ pata leaf 16+
bhab mood 25+ matha head 30+
mukh face 16+ yug era 23+
ras ras 27+ samay time 15+
sthan place 20+ hat hand 15+

Table 10.2 Some Bangla verbs with 20+ sense variations

Verb Core sense Senses Verb Core sense Senses
asa To come 21+ otha to rise 27+
kara To do 45+ kata to cut 23+
khaoya To eat 100+ cala to walk 20+
chara To free 22+ tola to lift 30+
thaka To stay 21+ deoya to give 33+
dekha To see 25+ dhara to catch 40+
para To read 27+ phota to bloom 30+
basa To sit 22+ bhara to fill 25+
mara To kill 22+ rakha to keep 24+
laga To stick 26+ saoya to bear 20+

situations. Moreover, many postpositions also show sense variation. In sum, most of
the words belonging to this parts-of-speech denote multiple senses in various contexts
without changing their orthographic forms. These words are normally included in
a dictionary either as separate entries or as semantic extensions of a single entry.
Such words are not very large in number. Also, searching in a Bangla text corpus we
have collected a large number of words (both function and content words), which
are mostly polysemous. To support our observation, we have presented below some
nouns (Table 10.1), verbs (Table 10.2), and adjectives (Table 10.3), which exhibit
are polysemous in nature.
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Table 10.3 Some Bangla adjectives with 15+ sense variations
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Adjective Core sense Senses Adjective Core sense Senses
kaca Raw 25+ paka ripe 25+
khara Rude 17+ kharap ugly 25+
khali Empty 15+ garam hot 21+
ghana Thick 15+ kalo black 18+
caram Ultimate 15+ chota small 15+
nasta Spoiled 17+ naram soft 15+
bara big 20+ manda bad 20+
misti sweet 15+ mukta free 16+
mrdu light 17+ laghu light 20+
Sakta hard 20+ sada white 15+

In case of verbs (Table 10.2), the most interesting point to note is that the majority
of these verbs are also available to be used as adjectives (as participial forms derived
from verbs) and nouns (as gerunds or verbal nouns) in the language. In both the lexical
categories, they preserve their polysemous nature. The number of sense variations
in their respective lexical categories is, however, not equal to that of their original
verb category. That means from a verb like khdoya ‘to eat, we can have 100+ senses
including all its use as a verb, adjective, and noun. Furthermore, a particular sense
denoted by the word as a verb may also encompass the range of senses denoted by its
adjectival and nominal forms. Therefore, the number of sense variation of the word,
in other lexical categories, is not always equal.

A simple comparison of the words included in the lists (Tables 10.1, 10.2, and
10.3) can reveal that most of the words are easy in form and quite frequent in use in the
language. This confirms our hypothesis that most of the common words are mostly
polysemous in nature due to frequent use in different contexts. The interesting thing is
that the number of sense variation of verbs is higher than that of nouns and adjectives.
It is not clear why verbs can denote more senses than nouns and adjectives. Also,
there are a few postpositions which denote comparatively fewer sense variations
(2-8). Since we cannot present all the words with their total range of sense variation
with reference to their contextual usages, we present below a Bangla noun with its
possible list of senses obtained from a Bangla text corpus by applying a concordance
program (Table 10.4).

Word : matha
Lexical class : Noun
Core meaning : ‘head’
No. of senses : 30+
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Table 10.4 Sense variation of Bangla word matha in contexts

Word Gloss Word Gloss
manuser matha human head gacher matha treetop
chatar matha useless thing tebiler matha tabletop

gramer matha

the village head

paharer matha

the mountain peak

anguler matha

fingertip

jaler matha

water surface

nadir matha

the river mouth

byanger matha

nonsense

rastar matha road end kaca matha tender mind
pariskar matha sharp brain ksurer matha blade of razor
kajer matha work sense anker matha knowledge in math

daler matha

team leader

gyanger matha

gang master

naukar matha

head of a boat

aphiser matha

office boss

kompanir matha

owner of a firm

paribarer matha

head of the family

paka matha

expert head

kagajer matha

the margin of the
paper

bichanar matha

edge of the bed

rastrer matha

president of the
country

phorar matha

pimple mouth

mudrar matha

the side of the coin

pener matha

the cap of the pen

soja matha

straight head

ficu matha

high pride

matha mundu

head and tail

10.5 Context in Sense Variation

Context plays utmost importance in word sense understanding. It not only triggers
variation in sense but also supplies information to know why and how words vary
in sense. Due to this factor, the context has been an issue of high importance in
semantics, language technology, cognitive linguistics, lexicography, and language
teaching (Dash 2008). Keeping this in the background, we shall make attempt here to
explore nature, type, and role of context in word sense understanding. In the course
of our discussion, we shall try to identify different types of context that play roles in
triggering sense variation of words. We shall argue that a corpus is a useful resource
that provides necessary information to identify all types of context and to understand
their role in sense variation. At certain situations, a reference to a particular context
may be useful; but the reference to other contexts may be useful for deciphering
senses embedded within words in a text.

A word, when it occurs in a particular context, usually denotes only one sense
out of multiple possible senses. How it happens is an enigma. The assumption is
that it is the context that discriminates among senses to determine only one sense.
If this assumption is taken for granted, we need a method of sense capturing that
can determine context, since there is no fixed system by which we can automatically
identify the context. It is believed that identification of context depends heavily on



10.5 Context in Sense Variation 165

the intuitive ability of language users. This brings us nowhere near the problem.
Rather it leads us to believe that people with richer intuition can excel over others in
this task. This cannot be the right way for solving a long-standing problem.

A properly sampled language corpus is considered quite useful in this case as most
of the words show multifaceted representation in a corpus with adequate contextual
evidence. Moreover, special corpus with exclusive examples of the contextualized
use of words is used as a supporting database (Dash 2005a, b: 9). Before we explore
how a corpus contributes to the act of context search, let us first understand what a
context means and what its basic properties are.

In linguistics, context refers to an immediate environment in which a linguistic
item occurs. It can be a phoneme, a morpheme, a word, a phrase, a clause, a sentence.
For the present study, we consider the context of word use only. Not necessarily,
the context of words is explicit in all situations. Sometimes, it is hidden within
neighboring areas of use of a word or may be located at distant places linked to a
text or a topic. It implies that we cannot always extract relevant information of use
of words from the immediate environment. We have to take the topic of discussion
under consideration because necessary information may be hidden here. Taking these
issues into account, Miller and Leacock (2000) divided context into two broad types:

(a) Local Context (LC): One/two words before and after a word the sense which
we are interested in. It is target word (TW).
(b) Topical Context (TC). The discourse and topic of a text where the TW is used.

In our view, the two contexts are not enough as they fail to provide necessary
and sufficient information we need to understand the intended sense of a word. At
certain readings, information available in the two contexts is sufficient, but these are
not the ultimate source of all possible readings. Since we need more information to
understand the actual sense of a word used in a text, we classify context into four
major types:

(a) Local Context (LC): TW with one word before and after it.
(b) Sentential Context (SC): Sentence where TW occurs.

(c) Topical Context (TC): Topic or content of a text.

(d) Global Context (GC): Extralinguistic information.

The conceptual hierarchical layering of contexts may be understood from the
following diagram (Fig. 10.2).

In this diagram, LC is made with a TW along with one word before and after
it. The LC occupies the center of all attention as it provides the basic information
about sense variations of a word. Therefore, LC is accessed first to obtain informa-
tion from neighboring words of the TW. If this is not enough, we refer to SC to
retrieve information from the sentence where TW occurs. Next, we access TC to
acquire further information from content or topic of a text. Finally, we access GC to
gather information from the extralinguistic world (i.e., discourse, pragmatics, world
knowledge, etc.). The process that one can adopt for extracting information from all
contexts is shown in the following diagram which also displays the role of contexts
in the generation of new senses of words (Fig. 10.3).
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Fig. 10.3 Generation of new sense due to the variation of contexts

10.6 Interfaces Among the Contexts

Sense variation of words is generated due to use of information from various contexts.
This may create an impression that each context is characteristically different from
other; that they do not have any link; and that they do not maintain conceptual relation
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among themselves. It may also give an impression that one has to move in a sequential
order to reach to the final context.

In reality, each context is interlinked with other through an invisible thread of
interdependency. So we have freedom in use of information in one context while
dealing with other. Also, we can use information from all contexts together to solve
the problem of sense variation. As there is no question for sequential use of contextual
information, we can start with any context and move to other as the situation demands.
For instance, if we require information from GC while dealing with LC, we can do
that. To understand how the interface works, consider the example given below.

(1) The public has well relished your Sunday soup in the tabloid.

To understand the sense of the TW (relished), one needs to explore information
from all contexts since the TW is used here in a discrete manner with a metaphoric
sense. To know the actual sense of the TW, one must have answers to the following
questions:

(a) Who has made the statement?

(b) To whom the statement is made?

(c) Whenis it said?

(d) Where is it said?

(e) What does the word relish mean?

(f) What does the phrase ‘relished your Sunday soup’ refer to?
(g) How does ‘Sunday soup’ become relishing to the public?

A reading of the word string [i.e., relished...soup] shows that it is used in
a figurative sense. Information collected from all the sources help to extract an
inner sense of the construction, conceive interface inherent within the network of
time—place—agent—action, and capture the actual contextual sense of the word.

The LC carries primary importance in understanding sense variation of words.
We can access SC, TC, and GC only when we are not happy with information from
LC. Reference to other contexts comes in the subsequent stages when information
obtained from LC is not enough. The SC, which refers to a sentence where the
TW occurs, may include the immediate environment of TW focusing on both of its
neighboring words and distal words. The TC refers to topic or content of a text where
TW occurs. At the cognitive level, it tries to fabricate a sense relation between TW
and topic of a text. Finally, through GC, we try to refer to the extralinguistic domain
where from we gather all kinds of information relating to the external world (Dash
2005a, b).

The degree of understanding of sense variation of words depends on width and
depth of world knowledge of a user. People with greater linguistic and extralinguistic
knowledge and experience are more efficient in understanding the contextual sense
of words than others. For instance, a native English speaker with better experience of
English life, language, society, and culture can easily catch the inner sense of soup
from the sentence (1) than those who have limited knowledge of English life and
living, ideas and language, and society and culture.
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10.7 Corpus in Sense Disambiguation

A corpus is a reliable source of information for identifying the wider range of senses
a word denotes as well as extracting actual contextual sense (Dash 2008). A corpus
makes a significant contribution toward empirical analysis of contexts with close
reference to usage. Standard dictionaries usually fail here because the range of sense
variation of a word that shows up in a corpus exceeds the number of senses listed in
a dictionary (Fillmore and Atkins 2000).

The availability of corpus simplifies the process of accessing contexts of use of
words. One can retrieve all uses of a word from a corpus in the form of a concor-
dance to analyze with supporting instances the range of sense variation, patterns
of sense change, nature of sense variation, factors behind sense variation, etc. (Kil-
garriff 2001). Thus, a corpus can save us from referring to linguistic intuition for
obtaining possible senses of a word. A corpus supplies much more information than
that available from our linguistic knowledge and native language intuition.

A corpus directs us to locate all contexts systematically, classifies them based
on their features, and accesses them for necessary information. In fact, a corpus
makes the task of sense understanding much easier which is not possible through
intuitive evidence (Gale et al. 1992). A corpus enriched with various types of word
use adds an extra shade to linguistics so far unknown in intuitive frames. It excels
over intuition because it supplies a wider spectrum of contexts of word use as well as
provides necessary contextual clues for understanding variation in senses. Evidence
gathered from corpus shows that some linguistic issues (e.g., structure, part-of -
speech, synonymy, lexical collocation, lexical gap, usage, co-text, etc.) control the
event of sense variation of words. Also, extralinguistic factors (e.g., figurative usage,
idiomatic usage, metaphors, pragmatics, discourse, dialogic interactions, sociocul-
tural settings, register variables, etc.) contribute to the process of sense variation of
words.

Variation of sense of a word may come from various sources: internal morphemic
structure, etymological history, dictionary identity, lexical class, grammatical func-
tion, synonyms, antonyms, contextual occurrence, lexical association, lexical collo-
cation, usage, content of discourse, and similar other factors (Ide and Véronis 1998;
Kilgarriff and Palmer 2000). A corpus is able to refer to all possible contexts for
understanding senses. It supplies all linguistic (e.g., morphological, lexical, gram-
matical, semantic, syntactic, etc.) and extralinguistic (e.g., telic, deictic, temporal,
tense, spatial, event, pragmatics and discourse, etc.) information essential in iden-
tifying sense variation, observing total sense range, differentiating among related
senses, and extracting contextual sense. Once we analyze relevant information as
well as capture all possible sense variations, we succeed to understand the target
sense. The following diagram shows how a corpus may be used to know the contex-
tual sense of a word (Fig. 10.4).

In a corpus, we come across a large number of words, which may or may not
have sense variation. Our first task is to find out if a word is denoting sense variation.
To solve this, we can use information from two sources: dictionary, and corpus.
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Reference to dictionary supplies clues to know if a word has sense variation as
multiple subentries in meaning in a dictionary determines the polysemous identity
of a word. Reference to a corpus gives information about the range and patterns of
sense variation. Possibly, the total range of sense variation may be noted if a corpus
contains large representative samples from all text types with wider genre and subject
variations.

Once a word is found to have sense variation, we need to know the two things:

(a) How many sense variations does it possess?
(b) In which (contextual) sense it is used?

We can refer to the context-free and context-bound information to find answers
to the questions. Context-free information is obtained from structured knowledge
sources (grammar, morphology, dictionary, thesaurus, etymology, etc.). Context-
bound information is obtained from a corpus with reference to LC, SC, TC, and
GC. It is not likely that information obtained from all sources is used whenever one
tries to understand sense variation. But it helps to understand the feature of sense
variation and obtain actual contextual sense from the score of multiple senses. Both
the process can work in tandem. For this, we propose the Access of Information
from Multiple Sources (AIMS) method for extracting both types of information
(Fig. 10.5). By using a step-by-step process of ‘input—analysis—output’ scheme, one
can get necessary information from intralinguistic and extralinguistic contexts to
understand sense variations as well as to extract actual sense.

We suggest for using information from various subfields of words in the context-
free situation. Information obtained from suffix and case endings usually plays a
decisive role in sense disambiguation. This is useful because many inflected words
are sidelined to a particular part-of-speech and sense after using class-specific suffix
or case ending. For example, the call is a noun or a verb with two different senses. It is
anoun if an agentive case marker is tagged to it (e.g., call +-erjcase_Agent] >calleryy);
it is a verb if a verb suffix is tagged (e.g., call+-edjry_pst] >calledry). Thus, iden-
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Fig. 10.5 AIMS method for word sense disambiguation

tification of suffix marker or case ending of a word helps to put them to a particular
lexical class and sense without further reference to the context of its use. In the same
manner, based on need, we refer to etymological, lexical, dictionary, and thesaural
information of a word to understand its sense variation in the context-free situation
(Dash 2008).

However, if we find that information obtained from subfields relating to the con-
text-free situation is not sufficient, we can refer to the context-bound information
found in a corpus, and information retrieved from extralinguistic sources. In essence,
the AIMS method has the liberty to refer to all kinds of information. It refers to lexical
information stored in a dictionary, morphophonemic information found in grammars,
contextual information found in the corpus, figurative information found in usage,
and extralinguistic information found in the external world. The AIMS method thus
becomes useful in understanding sense variation of words. In AIMS, one applies lin-
guistic information acquired from structured knowledge sources and non-linguistic
information obtained from the corpus, discourse, and the world at large.
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10.8 Conclusion

A word carries information of phonetics, phonology, morphology, morphophone-
mics, lexicology, semantics, syntax, morphosyntax, text, grammar, co-text, etymol-
ogy, metaphor, discourse, pragmatics, world knowledge, and others (Pinker 1995:
344). It is not easy to find all information just by looking at its surface form. One
needs a good system along with strong linguistic intuition to understand all explicit
and implicit senses a word denotes in a language.

It is not necessary to define all possible senses of a word (Moravcsik 2001). If
we do this, we severely damage productivity and flexibility of a language, overload
lexicon, and burden language learners. Sense variation is a vital aspect of a natural
language. It leaves many things in a state of incompleteness out of which lexical pro-
ductive strategies generate literal or metaphoric alternatives to accommodate novel
experiences and situations.

In language processing, lexicography, translation, and many other fields of lan-
guage technology, we face the problem of sense variation. We want to understand the
phenomenon in details so that we can apply our knowledge in sense discrimination,
information retrieval, content analysis, WordNet, language cognition, text alignment,
parsing, machine learning, etc. Also, we need elaborate information of sense varia-
tion for compiling a dictionary, linguistic theory making, and teaching a language.
Finally, systematic study of sense variation of words helps us understand ‘semantic
indeterminacy’ and ‘sense gradiance’ of words in the act of language cognition.
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Chapter 11 ®)
Corpus and Technical TermBank e

Abstract The development of an exhaustive database of scientific and technical
terms in a natural language carries tremendous importance in the areas of linguis-
tic resource generation, translation, machine learning, knowledge representation,
language standardization, information retrieval, dictionary compilation, language
education, text composition, language planning, as well as in many other domains
of language technology and mass literacy. Keeping these utilities in mind, in this
chapter, we propose for developing a large lexical database of scientific and tech-
nical terms in a natural language with the utilization of a corpus. In this work, we
propose to adopt an advanced method for systematic collection of scientific and tech-
nical terms from a digital language corpus, which is already developed and made
available for general access. Since most of the Indian languages are enriched with
digital texts that are available on the Internet, it will not be unfair to expect that
we can develop a resource of this kind in most of the Indian languages. Following
some of the stages of corpus processing discussed in this book (Chap. 5), we can
develop an exhaustive database of scientific and technical terms in any of the Indian
languages which can be utilized in all possible linguistic activities.

Keywords Scientific term * Technical term + Processing « Corpus * Part-of-speech
tagging + Concordance - Collocation + Lemmatization * Frequency sorting
Type-token analysis - TermBank

11.1 Introduction

The scientific and technical terms that are found to be used in a high amount in
scientific and technical texts (also sometimes in general text) have been an area of
real challenge in the act of sense understanding, sense disambiguation, translation,
and many other works. These lexical items are indeed strong barriers to the common
readers of a text as most of the common people, due to the lack of proper technical
knowledge, often fail to understand the senses implied by these terms. This appears
to be true when we look at the texts produced as doctor’s prescription where several
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medical terms appear to be so complex and unintelligible that patients are often
confused in deciphering the senses of the terms used in the prescription. A similar
situation happens when we buy medicines. Many medical terms are used in the
medicine box which we cannot understand. Such situations are quite frequent in most
of the Indian languages where there are no scientific and technical term databases
available for us to use in understanding the terms used in technical texts (Dash 2008).

If we keep these challenges in mind, we have to agree to the proposal that it
is necessary to identify the scientific and technical terms in texts, isolate them, and
develop special terminology databases for general as well as specialized applications.
‘We propose to develop these from corpus through several stages of corpus processing
and access, which are discussed sequentially in this chapter. In our view, the scientific
and technical terminology database developed in the manner proposed here can
make a strong contribution to the improvement of linguistic resources for the Indian
languages and their users.

In Sect. 11.2, we discuss in brief about the nature and characteristic features of
scientific terms; in Sect. 11.3, we describe the nature and characteristic features of
technical terms and how they differ from scientific terms; in Sect. 11.4, we discuss
some of the methods of corpus processing that include techniques like part-of-speech
tagging, concordance, collocation, lemmatization, frequency sorting, and type—token
analysis which are considered absolutely necessary in the act of TermBank gener-
ation; in Sect. 11.5, we present an architecture that can be used for terminology
database generation; and in Sect. 11.6, we identify the people who will be interested
to use the terminology database to address different needs in linguistics, applied
linguistics, language technology, and allied disciplines.

11.2 Scientific Term

The expression scientific term (ST) refers to a single as well as a multiword unit that is
used in different types of scientific texts in specialized senses. The literal meaning of
the expression although refers to specialized terms used in scientific texts; in reality,
it is not confined to the fields of science only. Rather, it encompasses all specialized
terms used in any discipline of human knowledge.

Based on the connotative meaning of the expression stated above, the term ‘sci-
entific terminology’ refers to the analysis of form, function, usage, and meaning of
scientific terms within any area of human knowledge. Therefore, scientific terminol-
ogy, in principle, investigates, among other things, how various specialized terms
have come into existence and their interrelationships within the field of study. Thus,
the discipline scientific terminology refers to a more formal study, which systemati-
cally investigates labeling or designating of concepts particular to different domains
of human science.

Scientific terminology also involves research and analysis of the terms with a
purpose of documenting and promoting their correct usage among the common peo-
ple. Since these terms are not often well accepted, rightly interpreted, and properly
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understood by the common people, it is necessary to have an area where all these
scientific terms are clearly defined and explained for the understanding by the com-
mon people. The study may be limited to one language or can cover more than one
language at the same time to develop databases of bilingual scientific terminology or
multilingual scientific terminology. Similarly, it can be extended over two or more
domains to focus on studies of scientific terms across several domains or subject
fields.

The importance of scientific terms is not limited to information retrieval only. It
is also related to the conveyance of concepts and meanings. However, it should be
kept in mind that the word ‘term’ (i.e., index terms) used in the context of informa-
tion retrieval is not the same as ‘term’ used in the context of scientific terminology
since the word ‘term’ in information retrieval does not always mean any kind of
specific scientific term of a particular discipline. In case of scientific terminology,
the actual value of scientific terms can be measured by their contexts of usage, care-
ful classification of terms, and their interpretation by senses they denote when used
in a particular text or subject domain. So, while investigating scientific terms, the
discipline ‘scientific terminology’ needs to adhere to several relational issues. The
analysis of concepts and concept structures of scientific terms used in particular fields
or domains of activity may involve the following activities:

(1) Identification of terms assigned to concepts,

(2) Analysis of the sense of the terms used,

(3) Compilation of scientific terminology database,

(4) Management of scientific terminology databases,

(5) Creation of new terms as and when required,

(6) Establishment of conceptual correspondence between terms and senses,
(7) Mapping of scientific terms used in bilingual and multilingual texts.

When we feel the need for generating a database of scientific terms to address the
needs of a particular discipline, we need to deal with several issues such as generation
of new concepts, reference to new ideas and materials, identification of new tech-
niques and devices, providing alternative meanings to common words, formation of
new composite words, generation of acronyms. In fact, the issues and conditions that
we often apply in neologism are equally applicable for the formation of scientific
terms as it asks for the consideration of several linguistic and functional issues, which
we cannot have the liberty to ignore at the time of coining new scientific terms. For
understanding scientific terms, the remark made by Barnhart (1978) appears quite
sensible:

The vocabulary of science should be related to the general vocabulary of educated people so
that the particular contributions of any science to our knowledge and understanding of the
universe can be made a part of general knowledge. The basic terms of scientific and technical
vocabulary should be so explained that the beginning student can comprehend them and relate
them to his experience. It should be possible, both in general purpose dictionaries and in
specialized technical dictionaries to show that scientific terms are not merely hard words
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but results of a different and more exact structuring of the world by the scientist; parallel
defining is of great importance as a cross-reference to closely related terms. The concept of
the atom is related to molecule and nucleus and proton; one term cannot really be understood
without the others. (Barnhart 1978: 1927)

From the perspective of the application, a database of scientific terms that have
been developed from a language with due importance on form, function, usage, and
meaning of the terms, can be used in manual and machine translation, in teaching
usage patterns of scientific terms in academic and translation schools, and in the
composition of scientific texts. For example, students, while studying linguistics,
may come across many new terms which are full of new ideas and concepts. They
need to learn these new terms not only for enriching their knowledge about the subject
but also for expanding their comprehension skill in the subject. Although most of
these terms are understood by seasoned linguists, they often remain as hurdles for
the newcomers as well as common users. It is, therefore, necessary to make these
terms understandable to the common people so that these terms gradually become a
part of the common vocabulary of a language.

11.3 Technical Term

The colloquial use of ‘terms’ should not be confused with technical terms (TT) as
these are different in sense denotation. Technical terms are used to define ideas and
concepts within a special discipline or a field of specialty. The ‘technical terminol-
ogy, therefore, is a highly specialized vocabulary or the nomenclature of particular
disciplines. These terms have specific definitions within the field, which is not nec-
essarily the same as their meaning in common use. We can perhaps use the term
‘jargon,” which is nearest in sense; but the term ‘jargon’ is more informal in defini-
tion and use, while technical terms have meanings strictly defined by the disciplines.
By a simple definition, a ‘technical term’ is a unique lexical item which has a truly
specialized meaning within a specific field of human science. It implies that a word
or a phrase is highly typical within a particular field of study, and only the people
directly linked to this field are familiar with this and use this.

Since technical terms exist in the scale of a continuum of formality, their short
definitions are formally recognized, documented, and taught by the experts working
in the field while ‘formal terms’ are more colloquial and used by the practitioners of
the field. The boundaries between ‘formal terms’ and ‘technical terms’ are, however,
quite fluid, as they slide in and out of recognition quite rapidly. For instance, in the
rapidly changing world of computer technology, the term ‘firewall’ (in the sense of
a device used to filter network traffic chaos) was at first a technical term. As this
device becomes more and more user-oriented, the term is widely understood and is
adopted in formal terminology.

Usually, a technical term evolves as a result of needs of the experts working in a
particular discipline to communicate with high precision and brevity. It often has an
effect of excluding the people who are not familiar with the specialized language of
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a particular discipline. This can create severe difficulties for the common people, for
example, when a patient fails to follow the discussions of the medical practitioners,
and thus cannot understand his own condition and treatment.

A technical term should have the qualities to be scientifically accurate and intel-
ligible to the people of the discipline. As we cannot do justice with the definition of
all technical terms in general, we can take help from the experts of different fields
for understanding these terms. It is better to have a board of experts in different fields
who can advise us in the matter of defining the technical terms used in different
disciplines.

Since all the technical terms cannot find a place in a general reference dictionary,
it becomes mandatory to select those technical terms which are considered eligible
for inclusion in a reference dictionary. However, in case of a general database of
technical terminology, each and every technical term is an automatic choice where
there is no option open for preference or rejection of any technical term or the other.
The newly coined technical terms, as well as the old technical terms attaching new
meanings, are eligible for inclusion in a general database of technical terminology.

The problem relating to commonness and uncommonness of technical terms is
an important issue, which can be addressed with consideration of goals of a gen-
eral database of technical terms. Even if some technical terms appear artificial and
ambiguous, these should be included in a general technical terminology database
and should be given an equal amount of importance as done for the common ones.
Moreover, in those cases where we find several technical terms denoting one concept
or one term denoting several concepts we have to be very careful with regard to their
inclusion in the term database. All these are equally eligible for inclusion in a general
technical terminology database, but proper attention has to be paid for their specific
sense denotation in different contexts.

With regard to the definition of technical terms, we argue that the definition of a
technical term should be provided in such a manner that it becomes clearly intelligible
to the non-specialists as well. This argument can settle the questions whether only
a technical definition should be given or a simple general definition should also be
there. For elucidation, let us consider the following examples (Table 11.1).

The examples given above show that the definitions of technical terms should be
formed in such manner that these are able to transmit the ideas of science and technol-
ogy into general language for an understanding of the common people (Table 11.1).
If it is not possible to provide a precise definition of the terms, these can be explained
with some equivalent illustrative terms and pictorials so that the illustration becomes
far more expressive for understanding the items or objects by the common mass. By
the way of opting visual illustration, we are actually entering into a domain of ency-
clopedic definition, which is necessary for most of the technical terms of science,
engineering, and technology.

The availability of databases of scientific and technical terms in most of the
advanced languages like English, German, French, Spanish, Chinese, and Japanese
is a lesson for the less resourced languages. The way these resources are developed
and utilized for these languages can be adopted for the same purposes for the less
advanced as well as less resourced languages. In this context, it is quite painful to
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Table 11.1 Difference between a technical definition and a formal definition

Term Technical definition Formal definition

Iron It is the second heaviest stable isotope It is a metal with lustrous and silvery
produced by the alpha process in stellar | color. It is the most abundant element in
nucleosynthesis, made with a chemical the core of meteorites and in the dense
element with symbol Fe (Ferrum) and metal cores of planets such as earth. It is
atomic number 26. It is a group 8 and a one of the most common sources of
period 4 element ferromagnetic materials adopted in

everyday use
Coal It is a fossil fuel formed in an ecosystem | It is a hard opaque black or blackish

where plant remains were preserved by
water and mud through oxidization and
biodegradation, and its chemical and
physical properties have been changed as

mineral or vegetable matter found in
seams or strata below the surface of the
earth and used as a fuel and in the
manufacture of gas, tar, etc.

a result of geological action over time,
thus sequestering atmospheric carbon. It
is a readily combustible black or
brownish-black rock, composed primarily
of carbon and hydrogen along with small
quantities of other elements, notably
sulfur

record that the development of a database of scientific and technical terms for most
of the Indian languages is still a far cry, although at least 10 years ago, we have
developed workable digital corpora for most of the Indian national languages (Dash
2007a, b, c, d, e).

In the present context of generating scientific and technical terminology database
for the Indian national languages, it is necessary to divert our attention toward this
area and engage a large team of experts in this task for the benefit of the Indian
languages and their speakers. The first work that we need to do in this context is to
process the Indian language corpora developed so far in various ways as proposed
in the following section (Dash and Basu 2012).

11.4 Processing a Language Corpus

Processing a digital language corpus is the first step toward the generation of a
database of scientific and technical terms. However, the important part is that we
have to identify which processing techniques are going to be maximally useful for
this purpose. Also, we require efficient techniques for processing a corpus so that
we are able to create an easy functional interface between theoretical and applied
linguistics.

The task of corpus processing starts after the accumulation of a large amount of
language data in digital form in a corpus. Once this corpus is made ready, a system
developer devises appropriate techniques for processing a corpus for extracting rel-
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evant linguistic data and information. There are several techniques that are used for
processing a corpus; some of which are discussed here keeping their relevance in
the generation of a terminology database. The corpus processing techniques that we
think to be absolutely necessary for generating scientific and technical terminology
database are parts-of-speech (POS) tagging, concordance, collocation, lemmatiza-
tion, frequency count, lexical sorting, and type—token analysis (Dash 2005: 155).
However, we have to keep all language-specific and script-related issues in mind
while trying to apply these processes on a corpus to achieve our goals.

Although several corpus processing software and NLP toolkits are freely available
for most of the advanced languages like English, French, German, Spanish, and
others, almost nothing, except a few toy tools and systems, is available for the Indian
languages. After aminute survey of the TDIL Data Centre of the Government of India,
we find that so far only a few tools (e.g., OCR, morph analyzer, morph generator,
sandhi splitter, transliterator, a part-of-speech tagger) are developed for a few Indian
languages. But we are not sure about the applicational potential of these tools as
most of them are not easily accessible to general people. Therefore, we like to argue
that we need to devise many corpus processing tools and techniques for most of the
Indian language corpora keeping in mind the nature of Indian languages as well as
the requirement of the language users. Here, however, we like to discuss some of the
corpus processing techniques that we have used on the Bangla text corpus. And we
hope that these techniques can be effectively used for other Indian languages with
modifications as and when required.

11.4.1 Part-of-Speech Tagging

It is a type of text annotation, which involves attachment of special codes relating
to part-of-speech of words used in a corpus in order to indicate their specific lexico-
syntactic features and functions they exert in a piece of text. This process is therefore
also known as ‘grammatical tagging.” The code of the part-of-speech that is assigned
to a word in a sentence is known as a ‘tag.” When this operation is carried out on a
piece of text in a corpus (manually or automatically), it follows a scheme for tagging
a part-of-speech to each word used in a sentence. Normally, it is done at the following
four stages:

(a) Pre-editing stage,

(b) POS determination stage,
(c) Tag assignment stage, and
(d) Post-editing stage.

At the pre-editing stage, a corpus is converted into a suitable format to assign
a part-of-speech to each word or a word combination in a sentence. At the POS
determination stage, form and function of a word are analyzed to determine its
contextualized part-of-speech. At the tag assignment stage, each word is assigned
that particular part-of-speech to which it should belong due to its role in the text.
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Getting ready with a corpus N Pre-Editing
g Stage
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Analysis of Words in Texts .| POS Determination
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- J - J
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Tag a word with a specific POS Tag Assignment
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v
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Verification and Validation of the Post-Editing
POS 7 Stage
- J & J

Fig. 11.1 Different stages of POS tagging in a corpus

At this stage, due to orthography, lexical role, and ambiguity, a word may appear
to have more than one tag (e.g., cooknn Vs. cookpy). The conflict of ambiguity has
to be dissolved at this stage. It may be carried to the next stage if we find that more
than one reading is possible due to the variation of part-of-speech of a word (e.g.,
Time flies like an arrow). The final stage is the post-editing stage, where each word,
after being assigned with a particular tag, is checked by a man or a machine for
verification and validation (Fig. 11.1).

At the initial stage of POS tagging, it is better to go with the primary list of part-
of-speech available in a language without considering the finer subclassification of
the major parts-of-speech as it may create much debate and confusion among the
members engaged in POS tagging. Finer sophistication may be introduced with
multilayered POS tagging at a hierarchical level once a corpus is done with initial
POS tagging and made available for analysis and verification. Therefore, at the first
trial of POS tagging, it is rational to adopt ‘one-tier tag assignment’ scheme, which
can be done following the regular parts-of-speech of a language as shown in the list
below (Table 11.2).

We have given below an example of POS-tagged text obtained from the Bangla
text corpus (Fig. 11.2). Adopting the ‘one-tier tag assignment’ scheme, the text has
been tagged following the primary tag set presented above (Table 11.2).

When we check through the last stage (i.e., post-editing stage) of the Bangla
text corpus, we find that there are a large number of compound nouns, compound
adjectives, adverbs, and reduplicated forms where the constituting words are phys-
ically detached from each other either by a space or by a hyphen (e.g., bhul basata
‘by mistake,” sarkar niyukta ‘government-appointed,” bhasa prem ‘language love,
mane mane ‘in mind,” bastab sammata ‘realistic’). The situation becomes far more
complicated when we find that in case of a compound word made with two words
(W, and W,), the second word (i.e., W») carries an inflection marker while the first
word (i.e., W) is used without an inflection (e.g., basat batir ‘of residential house,’
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Table 11.2 One-tier tag assignment with regular parts-of-speech

181

No. Part-of-speech Tag Example Gloss

1 Noun \NN\ balakynny Boy

2 Pronoun \PN\ ami\pny 1

3 Adjective \ADJ\ bhalaapy Good

4 Adverb \ADV\ kadacit,apy\ Rarely

5 Finite verb \FWV\ karlamypyy Did

6 Non-finite verb \NFV\ kariyawrw Doing

7 Postposition \PP\ kache\ppy Near

8 Indeclinable \IND\ kintuynpy But

9 Punctuation \PNC\ APNC\ Interrogative

Bangladeswn o\inpy Bangalinn jatina samparkepp, panditgan
ewapy paryantapp, yapn, kichuapy alocanaww karechenpy, tarpn,
thekepp, amrapn, eiapy satyewn upanitaspy hayechigy, yeunn
bartamaneapy, yardpn, matrbhasann  hisebepp,  Banglaww
bhﬁsﬁ\NN\ byabahﬁr\NN\ karen\m ebam\lND\ BéﬁgﬁlT\NN\ hisebe\pp\
paricitazpy tarapy, bibhinnaspy nrgosthinnn manusy, niyewrv
gathitaapy.

Fig. 11.2 POS-tagged text obtained from a Bangla text corpus

mdjh dariyay ‘in the mid stream,” khabar kagajer ‘of newspaper,” bara lokder ‘of
rich people,” pascim barnglate ‘in West Bengal’). In such cases, it is really tough to
decide the actual part-of-speech of the words used to constitute the compounds.

If we run a lemmatization (discussed in Sect. 11.4.4) process before the POS
tagging process is run on a corpus, all the two-word or multiword units will be
decomposed into separate lexical units due to which the W, and the W, will be listed
as separate lexical items. This will be a distortion of actual language data as well
as non-reliable representation of lexical information in a language. This implies that
unless the multiword units are tagged beforehand along with single-word units, there
is a high chance of having serious mistakes in the process of lemmatization.

If we look into the POS-tagged sample presented above (Fig. 11.2), we can find
some sets of important information about the text which are presented below:

(1) Each word in the text is identified with a specific POS tag.

(2) Words are tagged in accordance with their grammatical role in the sentence. If
this is not done beforehand, we may fail to understand the actual syntactic and
semantic role of a word in the text.

(3) If words are not previously tagged at the part-of-speech level, it will not be
possible to identify their correct POS tag as well as their contextual meaning.
This can have an adverse effect on the process of lemmatization.
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(4) Some words, due to orthographic forms, may be identified as words of different
POS if these are detached from the context of their occurrence. For instance,
samparke can be tagged as \PP\ or \NN\, ya can be tagged as \PN\ or \FV\, tar
can be tagged as \PN\ or \NN\, theke can be tagged as \PP\ or \NFV\, ye can be
tagged as \IND\ or \PN\, bartamane can be tagged as \ADV\ or \NN\, hisebe
can be tagged as \PP\ or \NN\.

(5) In the POS-tagged text, there is an example of a compound noun where the
formative words are written as two separate lexical items (e.g., Baanglayn,
bhasawnnn_cmpy). If this compound word is not identified before and tagged
properly as a single-word unit, there is a chance that this will be decomposed into
two separate words at the time of lemmatization. And as a result of this, the actual
lexical information of the compound word will be lost and the lemmatization
process will yield wrong outputs.

These issues lead us to argue for implementing POS tagging on a corpus before
the words are put to the process of lemmatization.

11.4.2 Concordance

The concordance is a process of indexing words used in a piece of text (see Chap. 5
of this volume). It is indispensable in the lexical analysis as it gives better scope to
access possible patterns of use of words within a piece of text. It enables us to display
the total list of occurrence of a lexical item—each occurrence in its own contextual
environment (Dash 2007a, b, ¢, d, e). In concordance, words are indexed with close
reference to the place of their occurrence in a piece of text to show their possible
range of usage varieties in the text. Also, it can help us understand the distributional
and semantic patterns of a word collected from a corpus in a desired manner for
subsequent analysis and observation. The introduction of the computer has made
concordance an easy process to compile and arrange words in the manner we desire.
Due to flexibility in the technique, determination of contextual frame of words may
vary depending on various criteria, e.g., fixed number words on either side of the
target word (TW), finding the sentence boundaries of the TW.

The application of concordance on a corpus yields varieties of information, which
are not available via intuition. Due to excellent advantage, it is used on corpus to
search single and multiword units as well as scientific and technical terms along
with details of contexts of their occurrences. With the help of concordance, it is not
difficult to examine all the varieties of occurrence of different scientific and technical
terms in a corpus. In the list below (Table 11.3), we have cited a sample concordance
list of software to show how the term is used and how it varies in senses due to
different contexts.

A well-designed concordance list can help terminology database developers to
access and understand scientific and technical terms in their syntagmatic and paradig-
matic frames. With options open for left- and right-hand sorting, it becomes useful
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Table 11.3 Concordance of software taken from an English text corpus

the application of software such as a word processor
Firmware is a software that is programmed to
methods to test that a software is a fit product before it is
utilities and application software that serve in combination
for direct application software or subsets thereof we need
in computer technology software are often regarded as one
these types of software include web pages and all
at the lowest level software consists of machine reading
in computer science software engineering software is all
basis for most modern software was first proposed by

on generally used software systems on the desktop
computer system divide software system into three classes
the purpose of systems software is to unburden applications
the programming software usually provides tools and
there are three layers of software performing variety of tasks
usually a platform software often comes bundled with
to change the platform software the operational modalities

for terminologists to investigate if a technical or a scientific term is polysemous
in nature with a wide range of sense variations. Thus, it gives direct access to the
terms so that the terminologists can build profiles of meanings and uses of the terms.
In essence, a printout of concordance lists offers a unique resource for perceiving
similarities and differences of the scientific and technical terms in linguistic testing,
analysis, and documentation.

11.4.3 Collocation

Collocation is a well-known linguistic phenomenon often discussed with evidence
carefully selected from many languages. It is defined as ‘occurrence of two or more
words within a short space of each other in a text’ (Sinlciar 1991: 170). The technique
for identifying lexical collocation in a piece of text is important for evaluating the
value of consecutive occurrence of any two words in a piece of text. In return, it
projects into the functional nature of the lexical items used in a language as well as
on the ‘interlocking patterns of the lexis’ in a text (Williams 1998). While studying
the use of scientific and technical terms in a language, we are interested to know to
what extent the actual patterns of use of these terms differ from the patterns that have
been expected to form (Barnbrook 1998: 87). This query is related to the argument
that claims that our mental lexicon is made up of not only with single-word units but
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also with a larger number of multiword units, both fixed and variable. Therefore, a
reference to the collocational patterns of scientific and technical terms can give us
better insights to comprehend their forms, associations, functions, and implications.

A collocation program, when it runs on a corpus, produces various kinds of infor-
mation about the nature of collocation of words and terms used in a text. A systematic
analysis of collocation can help us understand the position and function of the scien-
tific and technical terms that frequently take part in collocation in a language. Thus,
a list of collocation of scientific and technical terms obtained from a corpus carries
vital information about their patterns of association which we need to understand to
analyze their nature of sense denotation.

A list of collocation may include information about the frequency of use of sci-
entific and technical terms in collocation as well as specific statistical counts for
calculating their frequency patterns in collocation (Dash 2008). In fact, without ade-
quate reference to their frequency of use in collocation, we cannot understand the
finer aspects relating to their patterns of distribution, the possible range of sense vari-
ation, and distinctions among the senses they denote when they are used in different
contexts.

The analysis of collocation of terms shows that by referring to contexts we can
empirically determine which pair of scientific and technical terms maintains sub-
stantial collocation relationship between them. The most suitable formula used is
the mutual information scale (MIS) that helps to compare the probability of any two
scientific or technical terms (STT; and STT,) occurring together as an event with
their probability of occurrence as a result of chance. For each pair of terms, we take
a statistical score from a corpus to conclude that where there is a higher score, the
greater is the possibility of their collocation. Thus, a reference to MIS becomes nec-
essary in the evaluation of the patterns of occurrence of collocation of scientific and
technical terms used in a language.

The functional relevance of collocation in the areas of terminology database gen-
eration, research, and application is many, some of which are listed below:

(1) Information of collocation helps to extract multiword scientific and technical
terms from a corpus to compile separate databases of scientific and technical
terms as well as databases of translational equivalents.

(2) It helps in analyzing the patterns of collocation of scientific and technical terms
as well as to design materials for teaching technical texts.

(3) It helps to group all the multiword scientific and technical terms in a separate
list to identify the range of their sense variation as well as to know how they
generate new senses by collocating with other words.

(4) Understanding patterns of collocation of scientific and technical terms helps us
understand and identify their differences in use in a piece of text.

(5) It helps to understand the nature and pattern of semantic linkage between the
two synonymous scientific and technical terms.

(6) Patterns of collocation of scientific and technical terms obtained from a corpus
show that they may have vital differences in lexical associations resulted from
the difference in distribution across discourse types.



11.4 Processing a Language Corpus 185

In essence, the analysis of examples of collocation of scientific and technical terms
can show that they are rarely equivalent in sense and function when considered in
terms of their distribution in a piece of text. Thus, information regarding delicate
differences of collocation of scientific and technical terms becomes important inputs
for the people engaged in terminology database generation, dictionary and TermBank
compilation, machine-aided translation, speech and language processing, dictionary
compilation, and language teaching.

11.4.4 Lemmatization

In traditional linguistics, the term ‘lemma’ refers to the basic form of words dis-
regarding their grammatical changes such as tense and plurality (Biber et al. 1998:
29). The process of lemmatization is related to the identification of parts-of-speech of
words used in a piece of text and reducing the words to their respective lexemes—the
headwords that we look for in a dictionary (Dash 2007a, b, c, d, e). For many tasks
relating to corpus processing such as frequency counts, alphabetical sorting, collo-
cation analysis, lemmatization is an indispensable technique in which we can group
together different forms of an inflected word so that we can collectively display them
under one head (Barnbrook 1998: 50). In the area of vocabulary study and dictionary
compilation, it allows us to produce frequency and distribution information for the
lemmas (Sdnchez and Gomez 1997). Given below is an example of lemmatization
taken from a Bangla text corpus (Table 11.4). It shows how the inflected scientific
and technical terms can be easily lemmatized to generate a database of the same.

Input Text:

svadhinata labher par theke gata calli§ bachare kendriya sarkar katakguli
bhrantimulak niti anusaran kare esechen.

The process of lemmatization allows us to extract and examine all the variants of
a particular lemma and to produce detailed frequency and distribution information
for them in a separate list. In case of compiling a database of scientific and technical
terms, it helps us capture the possible number of inflected and affixed forms generated
from a particular scientific or technical term. It also guides us understand which terms
are inflected, how many times these are inflected, and in which manners these are
inflected.

11.4.5 Frequency Sorting

The frequency of use of scientific and technical terms in a corpus is of great value
in the collection of scientific and technical terms as well as in the development of
scientific and technical terminology database. In the process of frequency sorting,
scientific and technical terms are arranged in accordance with their frequency of
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Table 11.4 Lemmatization of words in a Bangla text corpus

Surface form Part-of-speech Base/root Suffix
svadhinata NN svadhinata -
labher NN labh -er
par NN par -
theke PP theke -
gata ADJ gata -
calli$ ADJ calli$ -
bachare NN bachar -e
kendriya ADJ kendriya -
sarkar NN sarkar -
katakguli ADJ katak -guli
bhrantimalak ADJ bhrantimalak -
niti NN niti -
anusara n NN anusaran -
kare NFV kar -e
esechen VB es (<as) -

occurrence in a corpus to identify which scientific and technical terms are more
frequent and which are least frequent in use. The list can be made in ascending as
well as in descending order based on the needs of the terminologists.

Generally, a small-sized and less representative corpus can provide too small a
list of scientific and technical terms to be interesting and useful. But a large-sized,
multitextual, and widely representative corpus of billions of words can be highly rel-
evant in producing frequency lists that might be useful for gathering terminological
information in a language, as the listed terms become comparable to a large popula-
tion for statistical authenticity. Since the most frequently used terms show varieties
in their occurrence in texts, many marked changes in the patterns of their distribu-
tion become significant in linguistic analysis and generalization. For instance, while
highly frequent terms are attested even in a small corpus, less frequent terms will not
occur unless a corpus is large enough with a large number of samples obtained from
various text types.

Since a frequency list provides necessary clues to know which scientific and
technical terms occur in which frequency in a language, by examining a frequency
list, we can collect the most frequently used terms to compile graded terminology
databases for language teaching. Also, information on the frequency of use of sci-
entific and technical terms becomes useful inputs in dictionary compilation, termi-
nology database generation, and term-based text compilation. In case of developing
dictionaries of limited terms, frequency information leads us to decide which terms
will be included, since the most frequent terms normally get priority over the rarely
used ones. Thus, the frequency of use of scientific and technical terms leads us to
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enlist and accept the most frequent forms so that we can elaborate them to make
them popular among the common users.

We can also use frequency information to measure the meaning variation of sci-
entific and technical terms. Since the most common meaning of the terms occurs
more often than their least common meaning, this becomes relevant in identifying
the senses of scientific and technical terms as well as in selecting the most frequent
senses for reference and use in dictionaries and language teaching resources (Wills
1990: 142). In essence, frequency information of senses establishes its importance
in scientific and technical terms analysis, description, sense disambiguation, and
documentation.

Since the majority of Indian language corpora are not yet used for frequency-
based analysis for collecting scientific and technical terms, we think we should give
some attention toward this area. However, when we do this, we should keep in mind
the problems relating to identification and analysis of scientific and technical terms
used in the Indian language corpora. Else, we shall make false observation and wrong
deduction about these terms and their linguistic information.

11.4.6 Type-Token Analysis

The last and the most indispensable stage of corpus processing is the type—token
analysis of scientific and technical terms occurring in a corpus. It is made up of two
basic steps:

(a) Alphabetical sorting of the terms and
(b) Removal of multiple tokens after storing a type of a term.

Once the scientific and technical terms are obtained from a corpus, they are passed
through the stage of alphabetical sorting so that the terms are arranged in alphabetical
order. The alphabetical sorting is a list of the terms, which are arranged in alphabetical
order with a tag denting their frequency of use in the corpus. Since it is used for simple
general reference purposes, it usually plays a secondary role in the context of checking
the frequency of use of the particular term in the text. However, it can be useful as an
object of independent study as it helps us in the formulation of hypotheses as well as
for checking the assumptions that have been made before (Kjellmer 1984: 9). At the
time of alphabetical sorting, scientific and technical terms are displayed in a vertical
form for general reference purposes and the list is formed in such a way that each
term is put in a separate line for better comprehension.

The next stage is related to the removal of multiple tokens from the list of terms.
Since an alphabetically sorted list contains multiple entries of the same term (i.e.,
tokens), we need to remove the identical terms from the list after storing one of the
variants (i.e., types) as a representative of the tokens. For instance, an alphabetically
sorted list may contain 100 tokens of a single term (say, printer), either in its
inflected form (e.g., printers) or non-inflected one (e.g., printer). The primary task
is, therefore, to preserve only one of the tokens as a ‘type’ and remove the other
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forms from the list. Other forms are removed because they are identical replicas of
the type selected for the list. By this process, a large list of tokens may be reduced to
a small and manageable set of types, which may be preserved in the final database
of scientific and technical terms for a language.

11.5 Scientific and Technical Term Database

While developing a database of scientific and technical terms, we have to distinguish
between two types of terms, based on the nature of accumulation:

(1) Ad Hoc Database: This will contain only the most frequently used scientific
and technical terms with a goal for using them in translation as well as in various
other works carried out by the professionals. The translators, while translating
scientific and technical texts, may ask for specific terms or group of terms to
solve particular translation problems.

(2) Complete Database: It will contain almost all scientific and technical terms
found to be used in a particular subject area or in all domains of human knowl-
edge. It should be exhaustive and complete as far as the availability of the terms
of a subject domain is concerned.

We can postulate three methods in the manner accumulation of scientific and
technical terms:

(1) Selection Method: In this method, we can select limited scientific and technical
terms from books and journals of different fields and disciplines, covering phys-
ical and natural sciences, geosciences, social sciences, engineering, technology,
medicine, commerce and business, art and humanities, administration, law and
legal documents, etc. We can select them manually to compile a small database.
In this case, however, we have to go through different types of text to pick up
the terms we think appropriate to be included in the database.

(2) Collection Method: In this method, we can collect scientific and technical terms
from earlier databases already available in a language, such as dictionaries, word
books, books of terms, and word books of specific fields and disciplines. Here,
although our task is not exhaustive, yet it will ask for a careful collection of the
terms suitable for the database.

(3) Holistic Method: This is the most useful method of scientific and technical term
database compilation. Here, we first collect terms from the other two methods
stated above. Next, we process corpora of different disciplines, domains, and
fields in multiple ways (as discussed in the previous section) to collect scientific
and technical terms with all necessary information required to be furnished
within a terminology database.

The primary activities relating to the extraction of scientific and technical terms
from a digital corpus is presented in the following diagram (Fig. 11.3).
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Finally, after compilation of an exhaustive list of scientific and technical terms
from several domain-based corpora following the methods and strategies discussed
in this chapter, it is necessary to develop a TermBank in digital form for all purpose
usages. The most important questions are related to the storage of the terms and the
load of information to be attached to the terms. Since the final TermBank is meant
to be developed in digital form, there is hardly any issue with a paucity of storage
space. We can store all scientific and technical terms as we find them from different
domain-specific text corpora of a language. Also, we can store as much as we find
suitable for a TermBank. Now, the question is related to the amount and types of
lexicographical data and information to be furnished with each term in the TermBank.
The following diagram (Fig. 11.4) can give us a clear idea about the amount and type
of information to be tagged with each term stored in the TermBank.

A TermBank should, in principle, possess the above sets of information. A text
corpus or a combination of several text corpora will provide the necessary infor-
mation required for each of the terms, except the information relating to origin or
etymology. This may be availed from our structured linguistic knowledge sources
like dictionaries and grammars.
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11.6 Conclusion

We can visualize four types of users of scientific and technical term databases: lan-
guage specialists, content specialists, language technologists, and general people.
Among the language specialists, the dictionary makers will require detailed infor-
mation about the general and specific uses of the scientific and technical terms to
develop term dictionaries, subject-specific dictionaries, and reference dictionaries.
The terminologists and technical writers will need data and information to standard-
ize the technical terminology database as well as to increase the existing terminology
database of a language. They use these terms to investigate linguistic phenomena of
diverse kinds and verify evidence of their own or others. The language teachers, as
well as a learner, will refer to this database at the time of teaching, learning, writing
course books, and similar works.

Among the content specialists, historians will require this database to carry
diachronic studies on a language through elaborate analysis of scientific and techni-
cal terms used in earlier texts. They also use this database to discover implicit marks
of time recorded in the terms of obscured documents. The literary critics will use the
terms in their research into stylometrics, as statistical information about the use of
scientific and technical terms can play a crucial role in identifying authors of dubious
texts. They can also use the terms stamped with statistical information to identify
different types of text based on the density of use of the terms.

Among the language technologists, people engaged in information retrieval can
use term databases to devise mechanisms for extracting information from the large
body of texts to build a lexical knowledge base, find information of terms for indexing,
and to summarize the important content of texts. Also, they can use the scientific
and technical terminology database to test the presence or absence of regularities of
use of the terms in a text. The people engaged in machine translation can utilize the
term databases as necessary inputs to develop bilingual and multilingual translational
equivalents that may be used in manual and machine translation.
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Finally, general people can use the terminology database in language descrip-
tion, language study, text composition, language cognition, language therapy, and
publication.
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Chapter 12 ®)
Corpus and Machine Translation e

Abstract History shows that a machine translation (MT) system with the support of
a few linguistic rules is not realistic. A few rules are not sufficient for capturing the
wide variety a natural language exhibits in its diverse use. This leads us to argue for
a corpus-based machine translation (CBMT) system that desires to rely on a large
amount of linguistic data, information, examples, and rules retrieved from corpora.
The first benefit of a CBMT system is the development of algorithms for alignment of
bilingual text corpus (BTC)—an essential part of an MT system. A BTC generates a
new kind of translation support resource that helps in learning through trial, verifica-
tion, and validation. A CBMT system begins with analysis of translations produced
by human to understand and define the internal structures of BTC, completely or
partially, to design strategies for machine learning. Analysis of BTC lends heavily
to develop aids to translation as we do not expect an MT system to ‘produce’ exact
translation but to ‘understand’ how translations are actually produced with linguistic
and extralinguistic information. The use of BTC in CBMT is justified on the ground
that data and information acquired from BTC are richer than monolingual corpus
with regard to information of contextual equivalence between the languages. Thus,
a CBMT system earns a unique status by a combination of features of the example-
based machine translation (EBMT) and statistics-based machine translation (SBMT)
keeping a mutual interface between the two.

Keywords Bilingual translation corpus - Text alignment + Text normalization
Translational parallelism + Translational equivalence - Lexical matching
Grammatical mapping - Syntactic rules

12.1 Introduction

By a simple definition, machine translation (MT) is a technique that takes input in the
form of full sentences from a source language (SL) and generates a corresponding
full sentence in a target language (TL). The MT technology has improved a lot with
good availability of data, information, and technology. We consider it now as a key
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technology that can have a lasting impact on the global commercial market of cross-
lingual information, interlingual communication, and information exchange. MT is
now a cross-disciplinary field with direct impact on e-commerce, localization, and
knowledge-based society (Winograd 1983).

Conceptually, the corpus-based machine translation (CBMT) system is based on a
range of issues evolved from empirical analysis of BTC. The act of analysis involves
both linguistic (morphological, semantic, and functional interpretation of words,
terms, phrases, sentences, paragraphs, etc.) and extralinguistic analyses of data and
information present in a BTC. It employs various statistical techniques to generate
probability statistics from BTC to identify nearest possible translation equivalents
from the two languages (Altenberg and Aijmer 2000). It stands on the assumption
that there are no pre-established solutions to an MT, but possible solutions may be
found from analysis of manually translated texts stored in a BTC. It assimilates and
applies a large amount of competence of human translators encoded in the linguistic
equivalents found in BTC. Success achieved from restricted domains leads us to
hope that linguistic and extralinguistic information found from BTC are essential for
achieving success in the general domain.

At present, it is too early to make any prediction that a CBMT system will succeed
in all domains of human knowledge. However, we may argue that an MT system
developed with data and information taken from a well-representative BTC can be
more robust and useful both in restricted and general domains. In essence, a CBMT
system which is based on data, information, and examples gathered from analysis of
BTC can make the dream of MT a reality in years to come.

During the last seven decades, history has taught us that designing an MT system
with a set of rules is not realistic. A set of rules is not enough to encompass a wide
variety of a language exhibited in diverse domains. This leads to the birth of corpus-
based machine translation (CBMT) system that combines both the example-based
machine translation (Furuse and Lida 1992; Jones 1992; McLean 1992; Somers 1999;
Dietzel 2009) and the statistics-based machine translation (Brown et al. 1990; Brown
et al. 1993; Koehn 2010) to reach to a stage still elusive in MT. Let us see how a
CBMT system wants to reach that destination.

The chapter is organized as follows. In Sect. 12.2, we focus on the basic issues
relating to CBMT; in Sect. 12.3, we discuss the process of creating a translation
corpus in the languages involved in MT; in Sect. 12.4, we focus on the process of
text alignment in BTC; in Sect. 12.5, we highlight the basic linguistic tasks on a BTC;
in Sect. 12.6, we address the process of analysis of BTC; in Sect. 12.7, we argue for
building a bilingual dictionary; in Sect. 12.8, we discuss extraction of translational
equivalents from BTC; in Sect. 12.9, we propose for generating a TermBank; in
Sect. 12.10, we discuss the process of lexical selection from TL; in Sect. 12.12, we
highlight the problems of grammatical mapping; in Sect. 12.13, we refer to other
issues involved in CBMT; in Sect. 12.14, we present a system module to be adopted
for a CBMT system.
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12.2 Issues of a CBMT System

The idea of using BTC in CBMT is not a new thing. It dates back to the early days
of MT, but it was not used in practice until 1984 (Kay and Roscheisen 1993). A
CBMT system is based on information and data acquired from analysis of BTC
because a BTC is more enriched with information about structural similarities of the
languages than a monolingual corpus. Also, a BTC provides information of situa-
tional equivalence on the possibilities of a language system when it comes in contact
with a different language system. It is based on a range of information obtained
from empirical analysis of BTC (Baker 1996). Analysis can be of different types:
morphological, syntactic, semantic, lexical, phrasal, idiomatic, figurative, pragmatic,
discoursal, semiotic, and extralinguistic. In the analysis, it employs various statistical
methods and techniques to generate probability measurements from BTC to identify
translational equivalents for the languages.

A CBMT system stands on the assumption that there are no pre-established solu-
tions to translation, but possible solutions may be found in those texts, which are
translated by human translators. In other words, a large portion of competence of
human translators is encoded in language equivalence found in translated texts (Su
and Chang 1992). Success achieved in this method in restricted domains leads us to
argue that both linguistic and extralinguistic information are essential for success in
the general text (Teubert 2002).

In recent times, a CBMT system has made considerable advancement through
extensive analysis and research of BTC. BTCs are developed in many languages
and are analyzed to gather important insights to design useful techniques. A BTC
represents a large collection of real empirical texts collected through samples that
reflect on the needs of end users. This factor becomes important for those end users
who want to select a system that can translate texts to suffice their specific needs.
It is clear that utilization of BTC is necessary since it supplies numerous linguistic
and extralinguistic data and information to make a system robust. The primary issues
relating to the development of a CBMT system are the followings:

(a) Generation of bilingual translation corpus,
(b) Alignment of bilingual translation corpus,
(c) Linguistic analysis of bilingual translation corpus,
(d) Extraction of translational equivalents,

(e) Generation of terminology data bank,

(f) Building a bilingual dictionary,

(g) Algorithm for lexical selection,

(h) Dissolving lexical ambiguity,

(1) Formation of grammatical mapping rules,

(j) Formation of lexical mapping rules,

(k) Selection of translational equivalents,

(1) Addition of pragmatic information,
(m) Addition of sentential information.
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One of the first results received from a CBMT system is the development of algo-
rithms for aligning sentences in a BTC. It is one of the major issues in MT as it
constitutes in itself a suitable foundation for a new kind of translation support. A
CBMT system begins with translations already produced by human translators to dis-
cover similarities in the internal structures of the languages. This analysis-oriented
perspective lends to the development of translator’s aids as a CBMT system, at its
early stage, is not expected to ‘produce’ translation, but ‘understand’ them to become
useful in subsequent stages.

12.3 Creation of Bilingual Translation Corpus

A BTC has two parts: original texts from the SL and their translation in the TL. A
BTC usually keeps meaning and function of words and phrases constant in both the
ST and TT to offer a scope for comparing meanings of the lexical stock of the two
languages under identical condition (Koehn 2005). It helps to discover crosslinguistic
variants, i.e., alternative forms of particular meanings and concepts, in the TL. Thus,
a BTC provides useful resources for cross-lingual mapping and rule formulation for
a translation system (Altenberg and Aijmer 2000: 17).

The creation of a BTC is, however, a challenging task (Dash and Arulmozi 2016).
It requires constant careful monitoring from experts corpus linguists having good
exposure in corpus generation and processing. A diagram is given below (Fig. 12.1)
to show that a BTC can be developed between SL and TL in an organized manner
following certain rules. After creation, it can be used as a comparable corpus (A :: C);
as a bidirectional translation corpus (A :: B and C :: D); as a source for comparing
original and translated texts in the same languages (A :: D and C :: B); and for
comparing translated texts in both languages (A :: C and B :: D).

A BTC combines advantages of the comparable and parallel corpus. The texts
in SL and TL match as far as possible in terms of genre, subject area, purpose,

(A) (B)
English Bangla
Text Translation
7y y
A y
© (D)
Bangla English
Text Translation

Fig. 12.1 BTC (Altenberg and Aijmer 2000: 17)
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Fig. 12.2 Bilingual bidirectional parallel translation corpora

and register (Sanderson and Croft 2012). Samples of written texts are included in a
BTC as bilingual translated speech corpus is not of much use in this task. Moreover,
samples from spoken texts are not included since the present MT research targets
written texts only. The included texts are expected to reflect on contemporary features
and aspects of SL and TL, although older texts may have relevance in the translation
of historical texts. Since a BTC is not limited to the texts of specific disciplines, it
includes a wide range of texts from all domains and disciplines of language use. The
composition and structure of a BTC are envisaged as follows keeping in mind the
basic components of SL and TL texts (Fig. 12.2).

The text samples of SL and TL should maximally match. They should match
in the genre (e.g., written), domain (e.g., politics), text type (e.g., news), content
(e.g., election), and form (e.g., report). They should also match on purpose, type
of user, subject matter, and register. Text samples in a BTC should contain fairly
large and coherent extracts from beginning to end at a natural breaking point (e.g.,
paragraph, section, chapter). The diagram above shows that a BTC can also be used
as a comparable and bidirectional corpus for various linguistic tasks (Fig. 12.2).

12.4 Alignment of Texts in BTC

Aligning text in a BTC means making each translation unit (TU) of SL correspond
to an equivalent unit in TL. A TU may cover all short units like words and terms;
medium units like phrases, idioms, and sentences; and large units like paragraphs
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Fig. 12.3 Alignment of texts in a BTC

and chapters. At any level of text alignment (e.g., word, sentence, paragraph), a BTC
is considered as a pair of texts with ‘parallel units’ (Castillo 2010). The selection of
TU depends largely on the point of view considered for linguistic analysis and the
type of corpus used. If a BTC asks for a high level of faithfulness to the original (as
happens in case of legal and technical texts), it is necessary to align TUs at word,
phrase, and sentence level. On the other hand, if a corpus is an adaptation rather than
literal translation of SL text, alignment at the level of paragraphs and chapters will
suffice. Thus, the alignment process is defined based on the type of corpus used in
translation. Authenticity and linearity of human translation may guide one to align a
BTC, although this is mostly true to technical texts (Chen and Chen 1995). A literary
text corpus may require alignment at the sentence and above level if the types of
translation equivalence observed in the corpus are previously formalized (Fig. 12.3).

At the time of text alignment in a BTC, the following three possibilities are to be
kept in mind:

(a) High accuracy between typologically and genealogically close languages,
(b) Medium accuracy between typologically and genealogically near languages,
(c) Low accuracy between typologically and genealogically distant languages.

At the initial phase, a BTC may be used to trace correspondence, if not equivalence,
where contents of the texts and their mutual relationships are put under consid-
eration. Such ‘Free Translation’ may, however, create a serious problem in BTC
processing due to missing sequences, changes in word order, modification in con-
tent, etc. Although these are common in normal translations, their frequencies vary
based on the domain of a text. These may lead one to produce aligned corpus which
is not a set of some equivalent sequences, but a corresponding text with mutual
conceptual parallelism (Chen and Chen 1995). The goal is not to show structural
equivalence between two languages, but pragmatically to find those units in TL that
is semantically close to the units in SL (Dash 2005).
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The starting point is a preliminary alignment of words with a bilingual dictionary.
Rough alignment yields satisfactory results at the sentence level when it is supported
by some statistical methods with the minimum formalization of major syntactic
issues. The main advantage of this method is the use of translation memory (TM)
for integration of data found in BTC. The task may be further simplified by using
a reference corpus of a specialized field (e.g., medical texts, legal texts, computer
science texts, physics texts, chemistry texts) from SL and TL. The message is thus
‘machine-translated’ by using a customized dictionary to create TM during a training
phase. In essence, alignment at the sentence level is an important part of translation
analysis as it desires to mark correspondences down to the level of sentences between
SL and TL.

A week translation alignment scheme may serve the purpose, as this is one of the
basic resources required at the initial stage of BTC analysis. One needs to develop
a translation analyzer (TA), which will account for translational correspondences
between morphemes, words, idioms, and phrases of a BTC. Another challenge in
translation analysis is the use of statistical techniques for searching equivalent items
in a BTC. The statistical searching algorithm may use semantic information to find
equivalent units from a BTC, and once these items found, these may be verified and
formalized by experts as valid inputs of a bilingual TM. This process may be used to
automatize the training phase as well as to validate translation outputs. This is one
of the basic criteria that can mark out differences between automatic translation and
an MT system supported by a BTC.

A crucial limitation of a CBMT system is the paucity of parallel BTC (in the Indian
context) due to which the developers of a CBMT system have been crippled for ages.
It is understood that information obtained from a parallel BTC helps developers
design an MT system as well as test reliability of the system. We, therefore, argue
for compiling parallel BTC not only to meet the research requirements but also to
evaluate efficiency and usefulness of a CBMT system. It is also understood that
information obtained from a parallel BTC can provide necessary cues to identify the
patterns about how SL and TL texts are structurally interlinked to each other and
how information encoded in SL text is transferred to TL text (Baker 1993). Also,
a parallel BTC helps to improve the standard of a CBMT system by gathering new
insights into intricate linguistic relations between the paired languages.

12.5 Linguistic Tasks on a BTC

ABTC, after compilation and alignment, is put to linguistic analysis. Itis an important
phase of text formalization for retrieving translation equivalents. It has several steps:

(a) Morphological analysis: To identify the form and function of constituting mor-
phemes of words,

(b) Lexical analysis: Toidentify lexical identity (i.e., origin, part-of -speech, surface
structure, etc.) of lexical items,
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(c) Syntactic analysis: To identify the form and function of syntagms (i.e., phrases,
clauses, etc.) in respective texts,

(d) Morphosyntactic analysis: To understand the morphosyntactic properties (e.g.,
inflection, affixes, case markers) tagged to lexical items. Accurate and effective
analysis of it enhances the quality and speed of processing,

(e) Semantic analysis: To identify the meaning of words, terms, idioms, phrases,
etc., and ambiguities involved therein,

(f) Extralinguistic analysis: To identify and record topic, co-text, context, discourse,
pragmatics, culture, and other information.

For effective linguistic analysis, it is sensible to use a superficial and descriptive
morphosyntactic approach (i.e., part-of -speech tagging, shallow parsing, etc.). Also,
simple statistical approaches may be used for probability measurement. A text ana-
lyzer may be supported by a standard grammar acquired from previously processed
corpora as these corpora transcend its application in subsequent stages. In an ideal
situation, POS tagging may be performed in a supervised method by comparing text
samples included in BTC following ‘probabilistic’ procedures. Although in this way,
for example, some adjectives (ADJ) may be translated as nouns (NN) or vice versa
(e.g., good, bad, old, new, cold, red, dark), the defined categories in regular grammars
and dictionaries may help to resolve grammatical ambiguities.

At this stage, traditional parts-of-speech have good referential impacts on the
quality of POS tagging, since a translation system with fewer parts-of-speech gives
a better result than a system with elaborate parts-of-speech. Although here the main
objective is to create some active translation memories, other utilities (e.g., bilin-
gual lexical database, bilingual paired sentence database, bilingual terminology
databases, machine learning, and computer-assisted language teaching) are also
possible with this resource. A BTC can also be used as a resource for developing
digital dictionaries and writing bilingual comparative grammars.

12.6 Analysis of a BTC

Within the domain of CBMT research, the central point of debate is the question
about the levels of complexity involved in BTC analysis. The general assumption is
that unless a large number of linguistic phenomena occurring in a BTC are analyzed
and overtly represented, a good-quality CBMT system is not possible to design. We
argue that problems like lexical ambiguity and constituent mapping may be solved
with the knowledge obtained from a BTC and stored in lexicon and grammar of SL
and TL. This, however, requires the application of a rigorous analysis scheme on a
BTC to make explicit some or all the translation correspondences that link up the
segments of SL texts with those of TL texts.

The BTC analysis technique may be used to structure the preexisting translated
texts in such a manner that they are reusable for generating new translations. The
BTC analysis technique may be used to draft the translations as well as to detect
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various translation errors occurring in a BTC. Once translation correspondences are
reconstructed between ST and TL texts, one can verify if correspondences have con-
straints of any kind. For instance, we can claim a translation complete if larger chunks
(e.g., pages, sections, paragraphs, sentences) of SL text are properly translated in
TL texts.

The BTC analysis technique may also be used to verify if a translation is free
from interference error which is caused by ‘deceptive cognates’ or ‘false friends.’
For instance, the Bangla word sandes and the Hindi word sandes may appear same,
but actually they are two different words with two different meanings. Similarly,
Bangla bau and Odia bau, Bangla siicana and Hindi siicna, Bangla khun and Hindi
khun, Bangla patarng and Hindi patang, etc., may appear as ‘false friends’ in a Hindi-
Bangla BTC. Such forms should not be accepted as appropriate cognates for mutual
translation, although they may appear nearly identical in orthographic representation
in the two languages.

12.7 Building a Bilingual Dictionary

An essential component of a CBMT system is a bilingual dictionary, the lack of
which has been a great stumbling block in CBMT research for the Indian languages.
Traditional dictionaries cannot make up this deficiency, as they lack in information
about the types of lexical subcategorization, patterns of lexical distribution, nature of
lexical selection restriction, domains of use of lexical items, etc. By using statistical
methods, it is possible to extract lexical subcategorization information from a POS-
tagged BTC and store them in a bilingual dictionary (Vandeghinste 2007). In that
context when a POS-tagged BTC is not available, a bilingual dictionary produced
from untagged BTC may be used for this task (Dash 2016).

The development of a bilingual dictionary is best possible within those languages
which are typologically or genealogically related to each other (e.g., Bangla: Odia,
Bangla: Assamese, Hindi: Urdu). Most of these languages usually share many prop-
erties (both linguistic and non-linguistic) which are common to both the languages.
This kind of similarity is hardly found between the non-related languages. Also,
there is a stock of regular vocabulary, which is similar to each other not only in
orthographic structure and morphosyntactic form, but also in grammatical function,
lexicographic meaning, contextual senses, and connotation. Given below is a list
of words which show how many words are the same in form and sense between
genealogically related languages like Bangla and Odia (Table 12.1).

For generating a bilingual dictionary, one can use statistical methods on a tagged
BTC. The primary works for this are the followings:

(a) Retrieve large comparable syntactic blocks (e.g., phrases, clauses) from a BTC.
(b) Extract various subcategorized constituents (e.g., subject, object, predicate)
from a tagged BTC.
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Table 12.1 Similarity at word level between Bangla and Odia

Words Bangla Odia Gloss
Pronouns ami mu I

tumi tume You (regular)

apni apana You (hon)

tui tu You (non-hon)
Postpositions kache pakhare Near

majhe majhire Between

nice talare under

pase pakhare At

upare upare Above
Indeclinable ebang madhya And

kintu kintu But

ba au Or

(c) Extract most frequently occurring adverbial clauses, adjectival phrases,
idiomatic expressions, set phrases, etc.

(d) Identify lexical items considered as true translation equivalents due to similar-
ities in form, meaning, and usage from BTC.

(e) Identify and extract identical proper names and pronouns from a BTC, and
confirm their functional matching.

One should not expect hundred percent success in tracing similarity at morphological,
lexical, syntactic, semantic, and extralinguistic levels in a BTC, even though the
languages are closely related to each other. With all information extracted from
a BTC, a Core Grammar is a good solution where morphological and syntactic
similarities may be marked in an organized fashion for subsequent grammatical
mapping and application. Since such a Core Grammar is yet to be developed for the
genealogically/typologically related Indian languages, it is urgent that we should try
to design and develop Core Grammars as well as bilingual/multilingual dictionaries
for the Indian languages after analyzing BTCs produced in Indian languages.

12.8 Extraction of Translational Equivalents

The search for translation equivalents (TEs) in a BTC starts with the particular forms
that express similar meanings or concepts in SL and TL. After these forms are
identified in SL and TL texts, these are systematically stored in a separate lexical
database. Normally, most of the BTCs yield a large amount of translation equivalent
forms, which are potential to be used as alternative forms also. The factors that
determine the choice of appropriate equivalent forms are measured on the basis of
recurrent patterns of use of the terms. The equivalent forms found in a BTC may be
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Parallel Translation Corpus

SL Text TL Text
i ¥ i ) : \
Search in SL Text Search in TL Text

v v

'd N\ ' N\
Identify Words Identify Words

v v

4 N\ 4 N
Examine form, usage, Examine form, usage,
and sense and sense

N\ J J

[ Match words and map senses ]

Store words with Store words with
senses senses

[ Generate Translational Equivalents ]

Fig. 12.4 Extraction of translational equivalents from a BTC

verified with the corpus of monolingual texts of SL and TL from which a BTC is
produced.

It is to be understood that, even within two closely related languages, translation
equivalent forms seldom mean the same thing in all possible contexts, since these
are seldom used in the same syntactic and grammatical environments (Macken et al.
2013). Also, their semantic connotations and degree of formality may differ based on
language-specific contexts. For example, a lemma in TL is rarely found to be an exact
equivalent to a lemma of SL even though the terms are conceptually equivalent. The
two-way translation is possible with proper names and scientific terms, but hardly
with ordinary lexical items. It implies that a CBMT system will face tough problem
due to differences in sense of ordinary words. We, therefore, require a high level of
linguistic sophistication to yield better outputs through lexical comparison. Where
there are few problems, as in the case of scientific and technical texts, a CBMT
system may have a good result. But in case of imaginative texts, such a scheme
will require more refined lexical selection process. The following diagram presents
a scheme about how a list of translation equivalents is possible to generate from a
BTC (Fig. 12.4).
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Fig. 12.5 Validation of translational equivalents in a BTC

Extraction of translation equivalents from a BTC can help the CBMT system
designers to build on resources in multilingual areas, as a BTC empowers them to
trace suitable translation equivalents. In general, a BTC enables all the language
investigators to carry out the following tasks:

(a) Retrieve good translation equivalents including words, idioms, compounds, col-
locations, and phrases.

(b) Learn how language corpus help in producing translated texts that can exhibit
‘naturalness’ of a TL.

(c) Create new translation database, which may enable to translate correctly into
languages on which one has limited access.

(d) Generate terminology data bank, for those languages which have no standard
TermBank.

The process of extracting equivalent equivalents from a BTC and their subsequent
authentication with reference to monolingual corpus and existing structured knowl-
edge resources are shown in the following diagram (Fig. 12.5).

To find translational equivalents from a BTC, one has to apply various searching
methods to trace the comparable units which are similar in meaning. Normally, some
are larger and complex in form than simple words. Once these are identified, these
are integrated into a translation platform, a database that facilitates translation more
than customary translation memories. We may integrate findings from a BTC with
bilingual dictionaries, multilingual TermBanks, and the databases of translational
equivalents to enrich the CBMT knowledge base for the battles ahead.
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For generating a good database of translational equivalents, the need for structural
mappings between aligned BTC is widely recognized in CBMT method as well
as in the other areas of translation. Till date, the flat-structured models, such as
word-based equivalent models of the early 1990s or more recently, the phrase-based
models are widely used for this purpose. In fact, the tree-structured mappings of
phrases and sentences offer greater potentials validating relationships between the
languages (Pala and Ganagashetty 2012). Using an aligned BTC we can work on
inventing better translation models to develop better algorithms for a CBMT system.
In general, the goals in this area are the followings:

(a) Designing robust syntax-based or tree-structured based models for a CBMT
system,

(b) Designing machine learning techniques for inducing different structured trans-
lation models between the language pairs,

(c) Making an empirical analysis of an aligned BTC to study the level of adequacy
and efficiency of the formalisms,

(d) Exploring the usefulness of parsed syntactic resources for a CBMT system
between any two languages,

(e) Evaluating the scalability of structured translation methods to small or large
corpus databases of language pairs,

(f) Utilizing information derived from structural formalisms in the area of speech
translation, formal semantics and semantic parsing, paraphrasing and textual
entailment, and information retrieval and extraction.

12.9 Generation of Terminology Data Bank

The coinage of appropriate technical and scientific terms for a CBMT system also
requires semantic and functional analysis of the terms (Temmerman 2000). Here, the
basic function is to search through TL texts and identify the appropriate terms that are
considered equivalents or semi-equivalents for the ‘foreign’ ideas, items, or concepts
found in SL texts. While doing this, one may need to keep various factors in mind
regarding appropriateness, grammaticality, acceptability, and usability of the terms
among TL users. But the most crucial factor is the feature of ‘lexical generativity’
of the terms so that new words are possible to generate by way of using various
word formation processes available in TL (Wright and Budin 1997). A BTC has
another important role in the selection of an appropriate term from a large list of
terms collected or coined by the TL users for representing particular ideas, events,
items, and concepts of SL. The process of developing TermBank is described in the
previous chapter (Chap. 11).

It is noted that the recurrent practice of forming new technical terms goes to such
an extreme that a CBMT system designer is quite confused to decide which terms
(s)he should select over the other possible candidates. The debate also arises whether
one should generate new terms or accept the terms of SL already absorbed in TL
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by regular use. It is noted that some technical terms are adapted to such a level that
it is impossible to trace their actual origin. In this case, a CBMT system designer
has no problem, because these terms are already ‘naturalized’ in TL. For instance, at
the time of developing a CBMT system for English-to-Bangla translation, one faces
no problem in understanding the English terms like computer, mobile, calculator,
telephone, printer, tram, bus, cycle, taxi, rickshaw, train, machine, pen, pencil, paint,
road, station, platform because these are already naturalized in Bangla.

Moreover, their high frequency of use in various texts makes them a part of the
modern Bangla vocabulary. There is no need to replace these terms at the time of
translation. In this regard, a BTC is a highly valuable resource for the selection of
appropriate terms expressing new ideas and concepts borrowed from SL to TL. Since
a BTC is made with varieties of texts full of new technical terms, idioms, phrase,
and expressions, it provides good-quality context-based examples to draw sensible
inferences. Here, a BTC contributes in two ways.

(a) It helps to assemble technical terms, jargons, expressions, and phrases entered
into TL with information of dates and domains of their entry and usage.

(b) It helps to find possible native coinages of the terms, jargons, expressions,
and phrases along with respective domains and frequency of their use in the
language.

These two factors largely help to determine relative acceptance or rejection of terms
in TL. Examination of examples collected from a BTC also shows how a BTC can
be useful in the selection of appropriate terms, phrases, and expressions which are
essential elements in both manual and automatic translations.

12.10 Lexical Selection from TL

Selection of a particular lexical item from TL text to be used as the most appropriate
equivalent for a lexical item from SL text is another complex task that requires the
active and careful interference of an expert well versed in SL and TL (Condamines
2010). A corpus linguist has to select an appropriate term from a large collection
of semantically similar terms available in TL text, which is nearest in sense and
connotation to a term selected from SL text. A typical example of this kind is the
use of verb based on the status of an agent (i.e., actor). In Bangla, for example, the
use of a verb referring to ‘act of eating’ is highly restricted based on the status of the
agent used as a subject of a sentence. Consider the following examples:

1(a) Bangla: bhagaban prasad grahan karen (sub.: God)
English: God eats.

1(b) Bangla: mahapurus bhojan karen (sub.: great man)
English: Nobleman eats.

1(c) Bangla: bhadralok ahar karen (sub.: gentleman)
English: Gentleman eats.
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1(d) Bangla: sadharan lok khay (sub.: common man)
English: Common man eats.

1(e) Bangla: chotalok gele (sub.: a person of lower class)
English: Layman eats.

When we analyze the examples presented above (1a—1e), we easily find that the
selection of the appropriate equivalent term in Bangla for the English word eating
is controlled by the status of the agent (i.e., subject) referred to in the sentences. If
the person in the English text is a divine man, then the equivalent word in Bangla
for the English word eating is prasad grahan kara (1a), for a great man it is bhojan
kara (1b), for a gentleman it is ahar kara (1c), for a common man it is khaoya (1d),
and for a layman who belongs to the lowest social strata marked by the scales of
occupation, social prestige, and economy it is gela (1e), although, in all senses, the
core meaning of the terms is the same ‘eating food.’

The task of a linguist is to find out the appropriate lexical items considering
various sociolinguistic factors latently involved within the two languages considered
for translation. These well-known examples show that lexical selection has to be taken
care of generating sensible translation outputs. Although the problem is often handled
carefully in case of human translation, it is often ignored in automatic translation
practices. The best way to overcome the problem in a CBMT system is to list all the
semantically similar forms in a separate list within a machine-readable dictionary
(MRD) to be used later in translation. Such lexical databases are easy to extract from
a BTC for both manual and machine translations.

Usually, there are several subject areas within a machine-readable dictionary
(MRD) which is capable of providing relevant information about the selection of
a subject area of a lexical item. Therefore, when processing a text,a CBMT designer
has to select the subject area, which she feels appropriate to the type of text to be
translated into TL. For instance, if an English text relating to politics is to be trans-
lated into Bangla, it makes sense to instruct the CBMT system to look for relevant
terms of TL in the TermBank in the subject area ‘politics’ before it scours through
the remaining part of the lexical database. For example, the term jiigpan ‘inform’ in
Bangla has several translational equivalents based on the subject area of its use in
SL text, as the following list (Table 12.2) shows.

The examples given above emphasize that we have to select the most appropriate
term considering the subject area, which we are going to translate from SL text to
TL text. Until such issues are addressed, an appropriate output cannot be achieved
in TL. The generation of such lists of idioms and proverbs from a BTC can enhance
the quality and robustness of a CBMT system because these databases are used to
encompass figurative senses of terms found in SL and TL for stylistic representation
and better comprehension of outputs.
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Table 12.2 Lexical selection  ppoiigh Bangla equivalents (selection is domain-based)
based on subject area
\ 1
Inform janano (giving general news or information)
Inform ratano (spreading rumor or false information)
Inform pracar (canvassing information for all)
Inform bijiiapan (advertising an item or product, etc.)
Inform sampracar (broadcast and telecast of news)
Inform bijiapti (government circulars or notices for all)
Inform ghosana (an event of public reference)
Inform dharabhasya (running commentary on sports)
Inform istehar (political campaign and propaganda)
Inform pratibedan (reporting a piece of news in papers)
Inform kirtan (highlighting someone’s achievement)

12.11 Dissolving Lexical Ambiguity

In a normal situation, a linguistic communication transfers information from a pro-
ducer to a receiver by way of using language as a vehicle. Sometimes, however,
this transfer of information is not free from ambiguity, one of the most common yet
complex phenomena of a natural language. It is noted that ambiguity arises due to
inadequacy in ‘internal meaning’ associated with a lexicon or due to the structure of
an utterance used in an event of communication. Ambiguity may be classified into
three broad types:

(a) Lexical ambiguity (e.g., I went to the bank),
(b) Referential ambiguity (e.g., He loves his wife),
(c) Syntactic ambiguity (e.g., Time flies like an arrow).

Atthe level of lexical ambiguity, a speaker or a writer uses a single word to refer more
than one sense, event, or concept. This creates a problem on the part of the listeners
in capturing the actual intended meaning of the word. The problem intensifies when
the language of a speaker differs from that of a listener. Since a CBMT system tries
to capture the mental representation of a speaker, it is limited to words and sentences
used by a speaker.

To overcome this problem, one needs to map the source lexicon with equivalent
target lexicon. This mapping turns into an appropriate frame in particular contexts
and situations of text representation. In some situations, a TL may not have an
equivalent lexical item which is fit to represent the actual sense of a term used in SL.
In such a case, we have to either depend on a cluster of words (e.g., multiword units,
compounds, idioms, phrases, and clauses) or add explanatory addendum to deal with
the situations.
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For dissolving lexical ambiguities, an easier solution is to find out the methods for
locating contexts of use of words as well as analyze the contextual profiles of lexical
items. Recent experiments with corpus reveal that lexical ambiguity is caused due to
multiple readings of words. These readings may differ in terms of subcategorization
and the selection of features, syntactic and semantic properties, and features such
as tense, modality, case, number, the possibility of idiomatic reading. For instance,
Bangla words like matha ‘head,” katha ‘word,” lok ‘person,” path ‘way, kara ‘to do,
khdoya ‘to eat, kata ‘to cut, k™aca ‘raw, paka ‘ripe,” bhala ‘good, kharap ‘bad,
kdche ‘near, upare ‘above’ are associated with multiple readings due to variation of
context of use, which in return triggers their multiple lexical and figurative senses
(discussed in Chap. 10).

As the supporters of a CBMT system we argue that to overcome the problem
of lexical ambiguity, we should collect and analyze a large number of ambiguous
forms, which occur in SL and TL texts and overtly represent them in an MRD to
achieve accuracy in translation. If possible, we should analyze all ambiguous forms
with knowledge obtained from BTC as well as with semantic information stored in
structured knowledge resources.

On the other hand, one can argue that such a task of information acquisition from
BTC is neither realistic nor feasible. One can also argue that a general translation
process does not necessarily require a full understanding of a text. Ambiguities may
be preserved during a translation process, and they should be presented to the users
(i.e., readers) for resolution. Taking cues from domain-specific translation output,
one can argue that deep semantic analysis of lexical items is not always needed for
translation. For instance, English word head may be translated into Bangla as matha,
no matter in which sense it is used in SL text. Therefore, it is better to opt for a simple
word analysis scheme and use a more direct ‘SL-TL substitution’ method in place
of deep semantic analysis of ambiguous lexical items.

We agree that in certain contexts, it is possible and necessary to ignore certain
lexical ambiguities with a hope that the same ambiguities should be carried over in
translation to TL text. This is particularly useful in those translation systems that
aim at dealing with only a pair of closely related languages within a highly restricted
domain. However, since an understanding of lexical ambiguities is meant to produce
anon-ambiguous representation in TL, it cannot be ignored in the translation of texts
of both general and special domains.

12.12 Grammatical Mapping

The type of transformation we refer here is known as ‘grammatical mapping’ in
translation. Here, the words of SL text are ‘grammatically mapped’ with the words
of TL text to obtain a meaningful translation. There are various schemes for mapping
used in a CBMT system (e.g., lexical mapping, morphological mapping, grammati-
cal mapping, phrasal mapping, clausal mapping, and syntactic mapping). The most
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English All his efforts ended in smoke
(a) (b) () (d) (e) (f)
Literal samasta tar cesta $es hala -te dhdya
output (1) 2) ©) (4) () (6)
Actual tar samasta | cesta byartha hala
output (2) (1) (3) (4-5- -6)
) (1) ) (7)

Fig. 12.6 Grammatical mapping between English and Bengali

common form of grammatical mapping is related to verb forms within the two lan-
guages considered for translation.

The event of grammatical mapping becomes relevant in the context of a CBMT
system between two languages, which are different in lexical ordering in case of
sentence formation. In the present context when we talk about a CBMT system from
English to Bangla, itis optimized in proportion, since English has SVO structure (e.g.,
Hesup,) eatspy) ricejopj) in sentence formation and Bangla has SOV structure (e.g.,
se[sub.] bhatjop;) khayry) in the same framework. Therefore, a kind of grammatical
mapping and reordering of the lexical items is needed for producing acceptable
output in Bangla. Let us consider the examples given below (6a—6b) and the mapping
diagram (Fig. 12.6).

6a. English: All his efforts ended in smoke.
6b. Bengali: tar samasta cesta byartha hala.

It shows that to achieve accurate output with acceptable word order in TL text,
the system has to map the words in TL text with the words used in a sentence of SL
text in the following manner:

Lexical Mapping:

English [a] = Bangla [1] (word to word mapping),
English [b] = Bangla [2] (word to word mapping),
English [c] = Bangla [3] (word to word mapping),
English [d] = Bangla [4] (a group of words for a single word),
English [e] = Bangla [5] (use of case marker for preposition),
English [f] = Bangla [6] (word to word mapping).

Even then it is noted that lexical mapping is not enough for obtaining proper transla-
tion outputs. The input sentence of SL text (English) contains an idiomatic expression
(i.e., ended in smoke), which requires some extralinguistic knowledge to find a similar
idiomatic expression from TL text (Bangla) to achieve accuracy in output. There-
fore, it has to employ appropriate extralinguistic knowledge for selecting the most
appropriate equivalent idiomatic expression from TL text (Bangla) in the following
manner:

Extralinguistic Information:

English: [d—e—f] (an idiomatic expression),
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Table 12.3 Mapping of postposition between English and Bangla

No. English Bangla
)] In hands hate (<hat|n) + —€[ioc_case])
2) With person loker (<lok|N] + —€TI[gen_case]) + Sangeppp1)

3) By mistake bhulbasata (<bhuljn; + basatajapv))

4) In house ghare (<ghar[n] + —€[loc_case])
5) In house gharer madhye (<ghar|N) + —eT[gen_case] + madhyepp)
6) At night rate (<rét[N] + _e[locfcase])

Bangla: [7 (<4-5-6)] (similar translation equivalent).

A CBMT system needs to be provided with information that ended in smoke in
SL text is to be translated as byartha hala in TL text when the expression is used
in an idiomatic sense. After the selection of appropriate and equivalent idiomatic
expression from TL text, the system is fixed in a position to show that the output
sentence is grammatically mapped to such an extent that the intended sense of the
input sentence is maximally represented. After this comes the stage of sequential
ordering of words in the sentence of TL text so that the output sentence becomes
grammatically acceptable in TL. For this, the following information is handy:
Sentential Information:

Sequence in English sentence: [a+ b + ¢ + (d + e + f)],
Sequence in Bangla sentence: [2+ 1+ 3+ 7 (<4 + 5 + 6)].

After proper application of several linguistic strategies like lexical mapping, the
selection of appropriate idiomatic expression (if any) and sequential ordering, one
finally gets tar samasta cesta byartha hala as an acceptable translation in TL. In
essence, such grammatical mapping from one structure to another is used to produce
suitable translations that may be accepted as ‘normal’ constructions in TL.

In this task, therefore, the analysis of sentence structures of translated text is
highly necessary. From a translated text, it is possible to map the sequence of word
order (at the linear level) between SL texts and TL texts to yield valuable information
about the structure of NPs, APs, VPs, PPs, and other properties used in the languages
considered for bidirectional translation.

The grammatical mapping highlights lexical interface that underlies surface struc-
tures of sentences and the nature of lexical dependency underlying surface construc-
tions. For instance, in case of translation of prepositions (e.g., at, up, by, in, of, with,
for) used in English, one has to decide whether postpositions or case markers have
to be used in Bangla translation. For elucidation, consider the following examples
given below (Table 12.3).

The above examples (Table 12.3) show that in English, prepositions occur before
nouns to evoke case relation (1,4, and 6), adverbial sense (3), and postpositional sense
(2 and 4). All these senses may be achieved in Bangla by way of using either case
markers (1, 4, and 6), postpositions (2 and 3) or both case markers and postpositions
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English i i his hand.
Bangla hat- -¢ (ache)

Fig. 12.7 Position of postposition with respect to content words

(5). Moreover, it also provides information about their position with regard to the
content words with which these functional words are attached to (Fig. 12.7).

From the examples and analysis presented above, it is clear that the task of proper
grammatical mapping is an essential component of a CBMT system, which we cannot
ignore if we really want to achieve success in this area.

12.13 Other Issues in CBMT

There are four major types of issue that are involved in the development of a CBMT
system such as the followings:

(1) Lexical Issues: morphological analysis, bilingual dictionary, translational
equivalents, lexical mismatch, lexical ambiguity, lexical gap, lexical colloca-
tion, the mapping between single-word unit and multiword unit, named entity
mapping, etc.,

(2) Syntactic Issues: lexical reordering, structural ambiguity, anaphoric ambigu-
ity, sentence splitting, sentence joining, grammatical agreement, sentence align-
ment, etc.,

(3) Semantic Issues: semantic analysis to identify the meaning of various linguistic
units (i.e., words, idioms, phrases, etc.), and the ambiguities involved therein,

(4) Sociocultural Issues: idiomatic expressions, proverbial expressions, jargons,
discourse knowledge, cultural knowledge, semiotic information, ecolinguistic
factors, extralinguistic knowledge, etc.

12.14 The Modular System

We understand that the analysis of BTC can help to optimize mapping between
the two equivalent constructions in order to obtain a better translation. Usually, it
involves associating equivalent constructions (e.g., multiword units, idioms, phrases,
clauses, larger syntactic structures) that are endowed with typical formal structures
at the time of corpus analysis. However, the basic purpose of this process is to allow
pairing mechanism to be divided into three parts in a systematic way:
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(1) The identification of potential linguistic units, which may be grammatically
associated in the two corpora,

(2) The formalization of structures of associable units by way of using sets of
morphosyntactic and lexicosemantic tags,

(3) The determination of the probability of the proposed structures comparing these
forms with effective databases collected from manually translated texts.

By subdividing the entire process into three phases, a relatively simple translation
module may be produced to determine the units likely to correlate with theoretical
analysis of translations observed in a BTC. One possible solution to make it easier
is to develop analysis methods based on data stored in a ‘training corpus.” Such a
method, based on model training, may depend on the amount of linguistic information
available a priori,i.e., on the syntactic rules previously developed by humans (Somers
2008). It should be, however, noted that it is not necessary to analyze all sentences
used in a BTC to find out the rules of respective languages. Analysis of a set of
type constructions rather than the full sets of tokens will suffice and serve the initial
purpose, because of the following reasons:

(1) Within each language, there are linguistic constructions, which are identical in
form and composition to others. That means, an NP may correspond structurally
to some NPs within a text. This is more or less true to both SL and TL.

(2) The sequence and interrelationships between the units in TL text may be the
same with those in SL text if a BTC is developed from two closely related sister
languages.

(3) There are certain fixed reference points, which easily mark out texts and mark
identification of translation units. Such reference points include numbers, dates,
proper nouns, titles, paragraphs, sections of the two texts.

Based on analysis of equivalent forms obtained from a BTC, one can find out
three types of grammatical matching:

(1) Examples of ‘strong match’ where a number of words, their order, and their
meanings are same,

(2) Examples of ‘approximate match’ where a number of words and their meanings
are same, but not the order in which they appear in texts,

(3) Examples of ‘weak match’ where order and number of words are different, but
their dictionary meanings are same.

At the time of translating texts from English to Bangla, most of the grammatical
mappings will belong to the class of ‘weak match,” since the languages belong to two
different typologies (English SVO type while Bangla SOV type). In such a situation,
alignment of BTC of the two languages should not rely only on the syntactic structure
of respective texts but should have greater scopes for semantic anchor points. We
argue that if 70 percent words in a sentence of SL text semantically correspond to at
least 70 percent words in a sentence of TL text, then we may claim that the sentences
have semantic equivalency to have a translational relationship. Reliability of such a
CBMT system may be measured by an intermediate alignment stage at the paragraph
or at the sentence level.
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To ensure and achieve greater reliability, one may use the ‘regressive alignment
technique’ that starts with large text units (e.g., chapters and paragraphs) to proceed
toward small units (e.g., sentences, phrases, and words) on a BTC. The application
of this method on a BTC (focusing on large to small units) will enable one to verify
the following hypotheses.

(1) Two chapters have translation relationship if at least 70% paragraphs correspond
to each other.

(2) Two paragraphs have translation relationship if at least 70% sentences corre-
spond to each other.

(3) Two sentences have translation relationship if at least 70% words correspond to
each other.

(4) Two words have a translational relationship if at least one of their meanings
(stored in the bilingual dictionary) corresponds to each other.

An insightful combination of a CBMT system with an SBMT system can make
it possible to fine-tune the alignment process of a BTC to enhance text processing
and information collection. However, it requires identification and formalization of
‘translation units’ and utilization of bilingual dictionaries and MRDs. So, there is no
need for exhaustive morphosyntactic tagging of each text, since a machine can do it
with statistical support to find out equivalent forms by comparing texts in a BTC that
exhibits translational relations. However, to ensure quality performance of a CBMT
system one has to take care of the following things.

(a) The standard of a BTC should be high. Aligned bilingual texts may pose a
problem if the quality of texts is poor or if these are not put under the strict
vigilance of linguists.

(b) The quality and size of a bilingual dictionary should be large. A dictionary is an
indispensable resource in terms of providing proper grammatical information.
Besides, it should have a provision to integrate unknown words found in a BTC.

(c) The robustness of a CBMT system and the quality of translation will depend on
the volume of training data available.

(d) The level of accuracy in translation outputs will rely heavily on the levels of
synchronization between the texts of a BTC.

With above resources and methodologies, a CBMT system is bound to be robust,
provided a long training phase on different types of text is carried out. Once the train-
ing phase is completed, information stored in translation memory will be activated
to yield all types of translation solutions exclusive to human experts. However, to
achieve a greater level of success, a dose of artificial intelligence has to be integrated
into a CBMT system.
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12.15 Conclusion

A CBMT system is an ideal field for comprehensive evaluation of various computa-
tional theories of language and for the development and testing of a wider range of
linguistic phenomena abundant in natural languages. The availability of BTC makes
a significant contribution to enhancing robustness and capability of a CBMT system.
Success in this method directs us to supplement traditional rule-based approaches
since information obtained from analysis of a BTC minimizes the distance between
SL and TL (Teubert 2000).

A BTC performs a two-way role. It provides inputs for developing an MT system,
and it supplies texts for evaluating an MT system. Thus, a BTC makes a significant
contribution toward enhancing the capability of an MT system. We know that a
CBMT system is successful in many domain-specific translations with controlled
language databases where all kinds of syntactic, lexical, and idiomatic ambiguities
are dissolved. It narrows down the gulf of mutual intelligibility to enhance the level
of translatability between the two languages used in translation. What it confirms is
that if we are interested to develop a good CBMT system for the Indian languages,
we should develop good-quality BTC among the Indian languages.
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Chapter 13 ®)
Corpus and Some Other Domains i

Abstract Language corpus is now accepted as one of the primary resources in sev-
eral branches of application-oriented and description-based linguistics. In all these
branches, corpus is directly and indirectly used for description, analysis, and appli-
cation of various elements and properties of a language. This trend of using corpus
as a resource actually reflects on the ideological shift in the approach of the language
investigators and applicators in recent years. The ready availability of corpus has
made us realize that we do not need to depend on our intuitive linguistic expertise to
establish our claims. Rather there is a great scope for us to extract data and informa-
tion from a corpus for the same purpose. This alternative method of language study
has inspired us to depend on language data faithfully obtained from real-life situa-
tions rather than depending on our intuitive speculation. Keeping this phenomenon
in view, in this chapter, we shall try to show that the utility of language corpus is no
more confined within a few areas of linguistics and language technology. Rather it is
being used in many old and new branches of linguistics to make these fields more use-
ful, informative, and insightful. To substantiate our argument, we shall describe the
use of corpus in some important domains of linguistics, namely lexicology, lexical
semantics, sociolinguistics, psycholinguistics, and stylistics.

Keywords Corpus - Linguistics + Lexicology - Lexical semantics
Sociolinguistics - Psycholinguistics + Stylistics

13.1 Introduction

The introduction of corpus has induced a new lease of life to many disciplines.
The advancement made in computer science has given us a new scope to produce
several large-sized language corpora in digital form and use these in different areas of
language research and development. This new way of looking into language data has
added a new dimension to the traditional scheme of linguistic studies. This has been
possible due to advanced computer technology that contributes heavily to corpus
linguistics by way of supplying useful tools and techniques for gathering evidence
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of actual language use and analyzing these from new angles and perspectives. In our
view, the use of language corpus has contributed in five major ways to the field of
linguistics in general:

(a) It has given descriptive linguistics a new opportunity to describe a language or
some of its features with new sets of data, information, and examples.

(b) Ithasempowered theoreticians to verify whether the age-old theories and models
about the language and language use are worth pursuing.

(c) It has given applied linguists an opportunity for direct utilization of language
data in different works of applied linguistics and language technology.

(d) It has given new opportunity to the social scientists to use the varied and large
amount of language data to form new observation about the speakers and the
speech community in light of new types of language data and information.

(e) It has given a new lease o life to linguistics which was suffering for years due
to the limited scope of its direction, diversion, and application.

There was a time when some linguists wanted to terminate of all kinds of empirical
linguistic research by emphasizing only on generative methods. During that time,
some serious linguists working in language teaching, dictionary making, language
acquisition, speech analysis, text analysis, translation, dialogue analysis, etc., started
using data from language corpora and presented new results to prove that the use of
a corpus in linguistics is quite beneficial, because a corpus produces something new,
which has not been possible to see by any other method (Francis 1982).

It had a far-reaching impact on the world of linguistics. With the change in attitude,
corporaare used in other fields of linguistics. As aresult, many new advantages, which
linguists wanted to have but could not get any chance to avail, are now made available
to them. Probably, the modern computational facilities have been the reasons behind
the exodus of a large number of linguists from the state of intuitive infancy to the
adulthood of scientific orientation of language study.

The quantum improvement in storage, processing, management, analysis, utiliza-
tion, and customization of a large amount of language data by computer has made a
lasting impact in diversified growth and expansion of language corpus and making
it an indispensable resource for many classified works of descriptive and applied
linguistics. The computer has provided facilities like massive storage, impressive
text processing speed, elegant data management, fast data access interface, accurate
text analysis mechanism, and quick result generation facilities. All these advantages
have become tremendously beneficial for many established branches of linguistics,
such as lexicography, language teaching, sociolinguistics, psycholinguistics, gram-
mar writing, stylistics, where the use of computer and language corpus, even a few
decades ago, was a fanciful daydream (Fig. 13.1).

For instance, when we look at the some recently published English dictionaries
(e.g., Random House Unabridged Dictionary (1993), Longman Dictionary of Con-
temporary English (1995), Oxford Advanced Learner’s Dictionary (1995), Collins
COBILD English Dictionary (1995), Cambridge International English Dictionary
(1995), Encarta World English Dictionary (1999)), we find that all these dictionaries
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Fig. 13.1 Corpus and some ] ]
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are made with data and examples taken from corpus, and as a result of this, these are
more informative, more exhaustive, more authentic, more reliable, more represen-
tative, more useful, and more updated than our handmade printed dictionaries that
are usually compiled manually with lexical data obtained from secondary sources.
Most of these dictionaries contain detail corpus-based information about meaning
and usage of headwords along with elaborate information about their lexicological
identity, contextual use, polysemous nature, and collocational network, besides reg-
ular etymological, phonological, morphological, and semantic information that is
normally found to be present in standard printed dictionaries. In essence, a language
corpus has succeeded to establish its application relevance in most of the established
branches of linguistics because it is able to provide reliable and diversified informa-
tion hardly obtainable from intuition. The impact has been so strong that now people
are reluctant to work in any branch of linguistics without reference to a corpus.

Trailing the track of discussion presented in earlier chapters, in this chapter, we
want to focus on the utilization of corpus in some major branches of linguistics.
We shall try to show how a corpus can be utilized in each branch of linguistics as
a resource to verify earlier observation, extract new linguistic evidence, define new
linguistic rules, construct new models, and formulate new theories. Since we cannot
describe all the fields in this chapter, we focus on a few branches of linguistics
like lexicology, lexical semantics, sociolinguistics, psycholinguistics, and stylistics.
In Sect. 13.2, we shall focus on the interface underlying between a corpus and
lexicology; in Sect. 13.3, we shall address how information collected from a corpus
can be used in the area of lexical semantics; in Sect. 13.4 we shall show how corpus
can contribute for the betterment of sociolinguistics; in Sect. 13.5, we shall discuss
psycholinguistics can be enriched with data and information taken from a corpus;
and in Sect. 13.6, we shall show how a corpus can become quite useful in the study
of stylistics.



222 13 Corpus and Some Other Domains

13.2 Corpus and Lexicology

The discipline of lexicology is an established branch of linguistics that has received an
adequate amount of attention from the scholars working in semantics, lexicography,
semasiology, semiotics, culture, onomasiology, ethnology, and others. At present,
this branch sustains and grows with direct reference and use of data and information
collected from the general and historical corpus (Vera 2002). Lexicology covers a
wide range of interests relating to lexical investigation and analysis. Generally, the
study of lexicology includes the following issues:

(1) Reconstruction of original meanings of words, which have undergone diachronic
semantic changes with the change in time,

(2) Study of the patterns of lexical variation and change across a particular timescale,

(3) Evolution of the vocabulary of a language over the centuries,

(4) Study of neologism and lexical loss undergoing within a language,

(5) Study of lexical borrowing and derivation over a particular time span in a lan-
guage,

(6) Structural and etymological analysis of lexical items used in a language.

With a close conceptual network existing between semantics, syntax, discourse,
lexicography, pragmatics, and semiotics, the domain of lexicology fabricates an
interface for cognitive interpretation of words and their senses. Although this kind
of lexical analysis is yet to flourish in many languages, there are some recent works
in English and other languages, which are mostly based on analysis of corpus data of
various types (Coleman and Kay 2000). Such works have opened new perspectives
on language investigation to show how a corpus can contribute to the growth and
expansion of our knowledge of a language and its speakers. Some of the studies are
briefly discussed in the following paragraphs.

The direction of semantic change of some abstract nouns of English is studied
with reference to the Helsinki Corpus of English Texts, the Michigan Early Modern
English Materials Corpus, and the Oxford English Dictionary (Alanko 2000). The
study specifies the mechanisms involved in the nature of semantic change of nouns to
highlight the cognitive processes involved init. A chronological analysis of the corpus
data makes it evident that the study of semantic change of words needs tools such as
prototypes and materials such as historical corpora to document reliably the directions
in semantic change and subjectification of abstract nouns in conceptualization. The
analysis of corpus data clearly shows that the basic meanings do not disappear from
a semantic field in general, although they may be lost in case of individual words.
The patterns of semantic change are repeated in the same manner in the formation
of new meanings of words inside the prototypical center so that the picture looks the
same over the generations.

The Collection of English Language Corpora (1999) is analyzed to identify the
reasons to explain the phenomenon of word loss and semantic change of words in
the Middle English language (Cabanillas and Martinez 2002). The study explores
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the ways by which the newly introduced lexical items can influence the recipient lan-
guage and affect the native words. The corpus-based account of descriptive meanings
of terms as well as the process of metaphorization of meanings of words reveals the
effect of metaphor on some lexical items in the process of their semantic develop-
ment in the language. With evidence obtained from a corpus, the study also reflects
on the notable change in the original meaning of some lexical items caused due to
use of metaphors at different points in time in the process of semantic change that
operates in a language across spatiotemporal dimensions.

The Toronto Corpus of Middle English, the Historical Thesaurus of English, and
the Oxford English Dictionary are used to as a corpus database to reconstruct the
literal, metaphorical, and metonymical senses expressed by different lexical fields
of some common English words (Gevaert 2002). A comparative study of the results
obtained from analysis of corpus data shows that the basic conceptual fields of words
undergo change under the influence of foreign concepts to redress the balance of
ideas. The study points out that evolution and interaction of words may be measured
by an innovative way which combines historical, cognitive, and prototype semantic
approach based on quantitative analysis of historical corpus data.

The Helsinki Corpus of Middle English and A Representative Corpus of Historical
English Registers are analyzed in historical perspective to trace the changes in word
formation patterns as well as to address the general dynamics of word formation in
English (Cowie and Puffer 2002). The analysis of the methods of productivity in word
formation, as a qualitative—quantitative and diachronic process, reveals that there are
various processes in word formation, which often undergo changes at different points
in time. Due to this reason, the phenomenon of lexical productivity of a language
should never be considered as a purely theoretical construct. On the contrary, it should
be considered as a measurable feature that operates over a longer period of time, and
therefore, it should be studied with reference to historical and diachronic corpora.

The Helsinki Corpus of Modern English, the Lampeter Corpus of English, the Cor-
pus of Early Modern English Correspondence Samples, the Michigan Early Modern
English Materials, and the Corpus of Middle English Prose and Verse are analyzed
in a recent study to examine the importance of rhetorical purpose and context in
semantic change of lexical items (Lewis 2002). The study shows that various scalar
qualifiers with the representational function may be developed for analyzing the
polysemous expressions to serve both the epistemic and evaluative functions of the
lexical items. It also shows that subjectification of meaning arises from the lexical
items due to their use in regular rhetorical patterns that lead to their semantic shifts
via local analogies, which eventually force the lexical items to extend their usages
in newer domains. The quantitative analysis of expressions from the corpora shows
that co-occurrence of words with particular rhetorical patterns usually generates new
polysemy to acquire new information structure.

The Helsinki Corpus of Early Modern English, the Brown Corpus, and the Lan-
caster-Oslo-Bergen (LOB) Corpus are analyzed to explain the change in meaning
of the English word LOVE over the last 500 years (Tissari 2000). A multidirectional
analysis of the data obtained from these corpora identifies five different conceptual
domains for the word: family love, friendship, sexual love, religious love, and love



224 13 Corpus and Some Other Domains

for things. Although there are doubts about the use of the word in certain contexts,
reference to the participants involved in domain identification suggests that the word
is versatile in conceptual overlapping in its function of sense denotation. Therefore,
more than one category is denoted by the word in its sense, although contextual
information differs with regard to the participants. The numerical analysis of corpus
data, on the other hand, suggests that relative frequency of the domains of the word
changes over the years. While sexual love remains the most dominant over the cen-
turies, family love and friendship have become less frequent, and love for things and
religious love remain almost constant over the centuries.

Some randomly sampled English historical corpora are analyzed to trace the
semantic evolution of troponyms of ‘look at’ in the field of visual perception (Poch
and Clavera 2002). The list of regular troponyms for ‘look at’ in English includes
stare, gaze, gape, gawp, gawk, goggle, glare, glimpse, glance, peek, peep, peer, squint,
leer; gloat, and ogle, where each form has a distinct denotative sense based on its
context of use in a piece of text. The study highlights diverse semantic domains from
which these verb forms are originated and focuses on the factors that motivate transfer
of senses from one domain to another. Thus, from a purely cognitive perspective,
the study shows how the present state of visual perception is reached. A simple
diachronic survey of the lexical database collected from the corpora shows that most
of the verbs have entered into English lexicon in the middle and modern age since
only a few of them are present in Old English vocabulary. Although the origin of
some of the verbs is obscured, it is noteworthy that their first documented senses are
not often related to visual perception. The most striking observation, however, is that
not only these verbs but also those words that are connected with visual perception
reflect on the fact that eyes, apart from their basic functions of seeing or looking at,
can also express various mental states like feelings, emotions, anxieties, and attitudes
(Poch and Clavera 2002: 571).

Such studies reveal that reference to the history of corpus-based studies in lexicol-
ogy has an explicit significance. It implies that both historical and diachronic corpora
are available for excessive use in lexicology for making a significant contribution in
historical semantics and lexicography (Hundt 1997). The process of rediscovery of
lexical meaning in historical linguistics is benefited greatly from the generation of a
wide range of diachronic corpora and corpus-based study materials (e.g., diachronic
dictionaries and historical thesauri). These materials have allowed us to fine-tune
our analysis on the evolution of the meaning of words of a language across time.
Although the method of corpus-based study of word meanings is accepted as an
important area of study in lexicology and historical linguistics in English and other
languages (Hofland and Johansson 1982), it is yet to start its journey in the Indian
languages.
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13.3 Corpus and Lexical Semantics

Recent trends of a corpus-based approach to language study have contributed toward
the establishment of an object-oriented approach to the semantic study of linguistic
items and text segments. The basic view of the method is that the actual meaning of
lexical items may be derived from the contexts in which they occur (Schiitze 1997:
142). Although the meaning of the lexical items combines the history of their previous
occurrences with the meanings of the parts they are made of with, finer shades of
meaning (e.g., denotative, figurative, metaphoric, stylistic) are available from the
contexts of their actual occurrence (Teubert 2000). Generally, these finer shades of
meaning are condensed and paraphrased into a text that describes the meaning of the
lexical items.

Meanings of lexical items are traditionally described with regard to our own intu-
ition or knowledge of a language. However, information derived from analysis of a
corpus reveals that semantic distinctions of words are associated with several char-
acteristically observable contexts marked with figurative, morphological, syntactic,
prosodic, and idiomatic frames. In a similar fashion, the meanings of larger constructs
like compounds, multiwords, collocations, and phrases are linked with the contexts
of their occurrence. Therefore, decipherment of contextual meanings of these forms
needs carefully extracted contextual information from a corpus for proper semantic
analysis and understanding. Within last few years, several empirical experiments are
carried out to show how information obtained from a corpus may be used to provide
objective criteria for assigning meaning to various linguistic items (Mindt 1991).
This entails that consideration of environments of occurrence of various linguistic
entities will provide objective interpretation to build up their semantic distinctions.

The importance of alanguage corpus, in lexical semantics, has been acknowledged
in establishing the notions of ‘fuzzy meaning’ (i.e., semantic indeterminacy) and
‘semantic gradiance’ in understanding the meaning of words (Leech et al. 1994). In
lexical semantics, functional categories of lexical items are usually constant. That
means a lexical item either belongs to a particular category, or it does not. However,
experiments carried on categorization suggest that functional categories of words
have ‘fuzzy’ boundaries rather than one-dimensional constant frames. It implies that
it is not the question whether a word belongs to one category or the other. It is
important to know how often a word falls into one category as opposed to other. By
looking at examples collected from a corpus, it is possible to show that the concept of
‘fuzzy meaning’ suits better for words since there is no clear boundary existing among
the categories of words. Indeed there are phenomena of true ‘semantic gradiance,’
which are connected with ‘frequency of inclusion’ of words to a particular functional
category based on their use in specific contexts.

The reference to a corpus can help us understand the nature of polysemy by which
a word denotes multiple senses triggered from variations in contextual occurrence
(Ravin and Leacock 2000; Bouillon and Busa 2001). In recent experiments, it is
observed that the number of senses of a polysemous word that show up in a corpus
exceeds the number of senses cited in a handmade dictionary (Fillmore and Atkins
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2000). Therefore, it is sensible to refer to a corpus if we really want to understand all
the sense and usage variations of polysemous words (Kilgarriff 2001). In essence, a
language corpus provides the best opportunity to analyze the polysemous words with
close reference to the contexts of their use in the language (Cuyckens and Zawada
2001). They help us to specify all contextual frames as well as identify contextual
senses. The information obtained from such studies empowers us to verify how the
range of meanings obtained from a corpus can match with the existing range of
meanings provided in a dictionary.

The generative lexicon aims at assigning a structure to words as well as designing
a schema that can determine how different senses of a word are combined in specific
contexts (Pustejovsky 1995). The success of the schema depends heavily on the
fruitful utilization of information derived from a corpus because without reference
to a corpus, it fails to account for the varied range of metaphoric meanings a word is
able to denote. Moreover, without reference to actual use in a corpus, it cannot make
clear-cut distinctions between metonymies and metaphors. Since word meanings are
not marked with information about their metaphorical or metonymical sense, the
question about how to distinguish literal meaning from non-literal meaning becomes
a crucial issue and to answer this question it has to depend on extensive analysis of
such words occurring in a corpus.

The figurative use of words is pervasive in all kinds of language use including
both informative and imaginative texts. It asks for a considerable investigation into a
wide range of fields including general linguistics, psychology, artificial intelligence,
and philosophy to understand how figurative senses are triggered from varied lexical
frames. Even a few years ago, the majority of studies in this area were guided by
the linguistic intuition of investigators without reference to the real use of words.
The introduction of the corpus has changed this scenario. Now scholars investigate
the figurative use of words in a corpus because a corpus provides the following
advantages:

(1) It provides examples of literalness, metaphor, metonymy, polysemy, context-
sensitive meaning, etc., to explore relations of figurative usages.

(2) It supplies necessary information to understand inter-annotator agreement on
which figurative uses, metaphors, and metonymies are constituted.

(3) It supplies specific linguistic cues for figurative usages, including studies on
their frequency, reliability, and evaluation.

(4) It provides information to trace the effect of the domain, genre, or text on the
figurative use of words.

(5) TItsupplies information to design computational models to analyze and interpret
figurative uses of words in a language.

(6) It supplies sufficient data for designing cognitive model to process figurative
usages of words in a text.

The problem of sense disambiguation of words is one of the central concerns in
lexical semantics, language technology, and language processing (Schiitze 1998). It
has become increasingly apparent in the approaches adopted in the development of
WordNet (Dash et al. 2017). The method used in WordNet is based on the approach
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that lists up different senses of a word within a web of ‘conceptual interface.” How-
ever, it says nothing about how and why these senses are interrelated to each other
(Miller et al. 1990). This leads to considerable problems since we fail to compre-
hend how all these senses of words are conceptually related to each other and how we
can understand the sense of a word with reference to the meaning of another word.
The problem becomes acuter when the novel uses of words occur quite frequently
and when new figurative senses are triggered and tagged with existing senses of the
words. Since the figurative use of words is pervasive in normal discourse, source
meaning of a word used figuratively is often far removed from the intended or target
meaning. A possible way to overcome this problem is to list up all the senses of a
word from a corpus as well as design a mechanism that can capture new senses from
the existing ones after it identifies the inherent relation of the senses.

13.4 Corpus and Sociolinguistics

The sociolinguistics, an empirical branch of linguistics, depends on language data
and information procured from various domains of language use interfaced with
diverse social interactions. A majority of studies in this branch of linguistics have
been more or less concerned with lexical resources to find answers to some simple
one-dimensional queries, such as the interface underlying between language and
gender, language and ethnic group, language, and geographical region. So far, the
majority of the studies of sociolinguistics have used the limited amount of research-
specific language data, and in most cases, these data are hardly put to any kind of
systematic sampling or quantitative verification. Even, sometimes, the entire sets
of data are detached from their natural background of occurrence. Because of this
approach, the observation made in many sociolinguistic studies is considered either
skewed or non-realistic.

To overcome such deficiency, modern sociolinguists are using well-formed lan-
guage corpora as these corpora are providing them with a large amount of naturalistic
data, which are used for systematic sampling, quantitative measurement, and empir-
ical verification. Some sociolinguists are also using corpora annotated with various
kinds of sociolinguistic information and demographic variables (e.g., age, gender,
ethnicity, profession, education, caste, social status, ethnicity, time, region, motive)
because such corpora are more useful in varied sociolinguistic studies. For instance,
the annotated Brown Corpus and the LOB Corpus are analyzed to trace the feature of
‘masculine bias’ in the American English and the British English. From the studies,
it has been found that the frequency of use of ‘female items’ is much lower than the
‘male items’ in both the corpora. Interestingly, however, the use of the ‘female items’
is more frequent in the British English than in the American English (Kjellmer 1986).
Such studies prove the fact that although the American and the British societies claim
to extend equal social status to both male and female members in the countries, their
actual patterns of language use reveal some truths that directly contradict their claims.
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On the other hand, the study relating to the Corpus of London Teenagers (COLT)
revealed some new insights about the nature of language use by the London teenagers.
The study investigated the nature and form of verbal disputes among the British
teenagers in several formal and informal situations. The findings have revealed that
female teenagers, when they talk to the members of the same group, are equally
strong and agile in using slang, sexual terms, and swearing words similar to male
teenagers. However, when they are engaged in informal verbal interactions with the
male members and the seniors at home or school, they deploy a finer shade of decency
and sobriety in their linguistic interactions (Stenstrom and Hasund 1996).

Another important area of study in sociolinguistics has been the query about why
people try to explain things to others both in speech and writing and how do they
do it with and without language. In fact, these issues lead some linguists to explore
the nature of complex language games such as mediation, negotiation, dialogue, and
conversation. It is assumed that explanation or attribution is one of the most impor-
tant aspects of human speech since it reveals the ways people normally interact with
the environment they live in. To verify such arguments, we need access to speech
corpora, because such texts are not possible to reproduce in artificial laboratory situ-
ations. Also, we require large corpora because we need to quantify and validate our
observation. Data extracted from texts where language occurs quite naturally, such as
newspapers, personal diaries, negotiations, company reports, dialogues, classroom
talks, police investigations, question-answering, market talks, is the most suitable for
identifying the factors that operate for providing explanations in speech and writing
(Antaki and Naji 1987).

Language corpora are used to describe language varieties as well as for compar-
ative studies between the varieties. In general, a language variety is compared with
the other to understand how they vary across text types, domains, times, regions, age,
sex, group, profession, ethnicity, etc. The ‘variants’ may be procured from different
parts of the same corpus (e.g., science fiction texts vs. romantic fiction texts) or from
similar parts of different corpora (e.g., science fiction texts of a Hindi corpus vs.
science fiction texts of a Bangla corpus). For instance, the LOB Corpus contains
text samples of the same genres and size of the Brown Corpus, and both are sam-
pled with texts produced in the same year. Due to compositional similarity, both the
corpora have been used to produce frequency lists of words comparable between
the American English and the British English in written form to study linguistic
and sociolinguistic issues and aspects of the languages. Since the TDIL corpus of
Indian languages follows the same sampling procedure to maximize the degree of
comparability, it is a good resource for studying various sociolinguistic issues in the
languages of the country.

The availability of comparable corpora makes it possible to compare the use of
language in different speech communities. Such corpora are analyzed to determine
the cultural differences of respective language users (Lovejoy 1995). For instance,
after the compilation of the LOB Corpus of the British English, it is used to compare
its vocabulary with that of the Brown Corpus of the American English. The study has
revealed many interesting differences, which goes beyond pure linguistic issues such
as spelling, morphology, or words (Leech and Fallon 1992). The study has revealed
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many interesting differences in culture of the two speech communities, which are
never observed before. For example, the number of words relating to tour and travel
is far more frequent in the American English than in the British English, which hints
toward the larger size of America and the tendency of the American people to travel
across regions in the country and abroad, which is not a marked feature of the British
people. Similarly, the frequent use of words and terms relating to crime, murder,
and military in the American English than in the British English indicates to the
American ‘gun culture,” which is not a criterion of the British culture. Such findings
seem to suggest that the American culture is much more ‘macho’ and ‘dynamic’ than
the British culture.

In a similar fashion, a comparative study between the LOB Corpus, the Brown
Corpus, and the Kolhapur Corpus of Indian English has revealed some interesting
observation to trace the differences in the culture of the respective language commu-
nities (Shastri 1988). These corpora are also used to study the structure of sentences
(Leitner 1991) as well as the patterns of word combination that differ according to the
native and non-native speakers (Cock 1998). The results of such studies established
the notion of Common Core Hypothesis (CCH), the basic argument of which is that
all varieties of English used across countries, do possess certain central fundamen-
tal properties in common, which may differ quantitatively rather than qualitatively
(Quirk et al. 1985: 142). The availability of more comparable corpora opens up many
new and promising areas of sociolinguistic studies to probe into the intricate texture of
life of people fabricated with language. The International Corpus of English (ICE),
which is made with different varieties of English texts used in different countries
and which is developed following the same designing principles, may be used as a
resource for fruitful research in this area (Nelson et al. 2002).

With the availability of bilingual and multilingual parallel corpora of the same
frame, size, text, and composition, the possibility for cross-linguistic and cross-
cultural studies is gradually opening up. In a multilingual and multicultural country
like India, the availability of such corpora can strengthen inter-regional relations,
strengthen national integrity, and enhance brotherhood. For instance, the analysis of
trilingual corpora made with Assamese, Bangla, and Odia texts can show how words
are mostly derived from the same source, how sentences are similar in construction,
how lexical meanings bear the same conceptual similarities, how grammatical prop-
erties are similar in function, how languages are mutually comprehensible, and how
the language users maintain similar tastes, habits, faiths, and lifestyles, etc. Compar-
ative studies of this kind can help us establish interlingual communication, exchange
linguistic and extralinguistic information, and strengthen linguistic bonds among the
speech communities.

Till date, only a few corpora are used to carry out research within the area of
discourse. The primary objectives of such studies are related to understanding how
conversations work with respect to lexical items, idioms, and phrasal units, which
perform many relevant conversational functions within specific contexts (Stenstrom
1994). A conversational text corpus annotated with various kinds of geographical,
demographic, and social information can provide better scopes to extend such studies
both in discourse and pragmatics (Andersen 1997). It is, however, difficult to find
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a corpus of this type primarily because it relies heavily on the actual contexts of
discourse, which are hardly available in a corpus. The samples of written and spoken
text stored in a corpus are actually removed from the actual social and textual contexts.
Although we may encode sociolinguistic (e.g., gender, class, region, profession,
education, culture, ethnicity, domicile) and discourse information (e.g., events, time,
participants, contexts, situations, backgrounds) within a corpus, it is not always easy
to infer actual contextual information from an annotated corpus (Graf 1996). Let
us hope that more research will be carried out in this direction so that we can find
more corpora compiled and annotated with relevant information so that corpus-based
research may be carried out in this area.

13.5 Corpus and Psycholinguistics

Language corpora are used as a source of data in some recent research works of psy-
cholinguistics. Researchers have obtained texts and data for laboratory experiments.
It has been noted that frequency information of words used in a corpus may be con-
sidered rudimentary within several psychological processes of language recognition
and understanding. In most cases, a systematically sampled corpus is considered use-
ful for providing reliable information about the frequency of use of words with close
reference to their occurrence in different senses as well as in different lexical classes.
After observing the usage patterns of words manifested in a corpus, psycholinguists
are better positioned to formulate hypotheses about the possible patterns of distribu-
tion of lexicon in the human mind.

The most valuable role of a corpus in the psycholinguistic experiment is recog-
nized in the examination of occurrence of errors in natural conversation and dialogic
interaction. For instance, the London-Lund Speech Corpus is most exhaustively used
to study speech errors in natural conversations in the British English. The corpus is
able to provide exactly the kind of language data required for such a study. After
the texts of the corpus are categorized in a systematic order, frequency of various
speech errors are counted and classified to retrieve real estimate on the general fre-
quency of errors in relation to overall linguistic outputs of the speakers (Garnham
et al. 1981). Before this study, there was no estimate of the frequency of errors in
everyday speech, because such analysis required an adequate amount of data from
natural conversations, which was not available. Previous works on speech errors were
mostly based on small-scale ad hoc collection of a few spoken text samples obtained
through interviews with the informants.

The use of corpus is also approved in language pathology—an important domain
of psycholinguistic research (MacWhinney 1991). The primary aim of this area of
research is to understand why and how people suffer from various linguistic deficien-
cies. Generally, such studies require a large amount of language data produced by
linguistically impaired people while interacting in various situations. Till date, most
of the studies on language data produced by linguistically impaired people lacked
the feature of quantified representation for reliable observation. The generation of
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special speech corpus, however, has partially fulfilled the need for accurate ‘abnor-
mal speech data, which helps us develop methods for testing error patterns and
identifying factors that create problems in the cognitive processing of a language.
Although a few works have been done so far with the specialized corpus, their poten-
tial importance in linguistic pathological research cannot be ignored. For instance,
the CHILDES database that contains a large amount of data produced by linguisti-
cally impaired and normal children has been processed and analyzed to understand
the underlying problems in these areas (Biber et al. 1998: 177).

13.6 Corpus and Stylistics

The availability of corpus made with texts belonging to different genres, domains,
authors, media, etc., has opened up many new areas for research into stylistics (Stubbs
1996). Within a broader canvas of stylistics, researchers are interested in individual
text types as well as texts composed by authors with specific stylistic criteria. For
instance, scholars are interested to find out the basic stylistic differences reflected
in the texts composed by the writers of one country with that of the other countries
(Wilson 1992). Similarly, scholars are interested to know how the writings of one
generation of writers or a group of writers are stylistically different from the writ-
ings of other generation of writers or the other group of writers. Thus, diversified
and comparative studies in stylistics are possible when the scholars have access to
large synchronic and diachronic corpora representing texts marked various stylistic
features they consider relevant for their studies (Eskénazi 1993; Miller 2001; Biber
1988).

Although researchers are interested to investigate broader issues such as genre and
type of texts, quite often they are also willing to deal with stylistic factors in alanguage
to concentrate on some specific features of certain text types (Biber 1986). They are
interested to know how and to what proportion the language used in scientific texts
varies stylistically from the language used in media texts. Such investigations require
large corpus for faithful analysis and verifiable inferences (Biber 2002). A general
corpus, as well as special corpus, becomes an important source of data because both
of them can serve as a frame of reference to make comparisons within them as well
as with other types of the corpus (Halliday 1987, 1989).

Any object-oriented study in stylistics also requires statistically verified infor-
mation to back up the judgments that appear subjective rather than objective to the
investigators (Hoffman 1955). The analysis of corpus is effective for tracking changes
in writing styles, identifying the patterns of word selection, tracing the patterns of
text narration and topic description, specifying the patterns of sentence formation
and content representation, etc. For authorship attribution as well as for defining an
author’s particular style of writing, we can use corpus made with writings of that
particular author to identify how the author leans toward different ways of putting
things (e.g., personal vs. general, technical vs. non-technical, formal vs. informal).
It requires comparisons to be made not only internally within the author’s own work
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but also with the works of other authors or the norms of the language or variety
as a whole (deHaan 1997). This exhibits not only the style of writing of the author
under consideration but also the style in which the text is composed. Such stylistic
investigation needs various statistical data and examples best available from a corpus.

The comparative stylistic analysis of texts composed by a single author can show
how he shifts across techniques, narration, vocabulary, sentence, style, etc., while
dealing with different types of content (Elliott and Valenza 1996). For example,
if we make a comparative study of the different types of prose text produced by
Rabindranath Tagore (e.g., short stories, novels, essays, travelogues, personal letters),
we can find that his modes of narration, techniques of sentence construction, manners
of text representation, choices of vocabulary, etc., vary from text to text. Such a study
can show how a single author varies in the application of different stylistic nuances
based on the topic or type of a text.

The TDIL text corpus available in the Indian languages is full of information on
various genres, time frames, and text types (Dash 2007). A sensible use of texts of
this corpus can open up many new possibilities of research in stylistics within and
across the Indian languages. At the initial stage, we may use these texts for simple
comparisons about the variety of narrative styles observed within single sample text
of a language. In future, it may be extended to several other text types within or
across the languages. In essence, due to easy comparability, the TDIL corpus is
a valuable resource for studying different linguistic features and styles within and
across multilingual frames. This corpus may also be used to identify features of
individual text types as well as to attribute authorship of texts to particular authors.

13.7 Conclusion

Linguistics, because of its never-ending magic, has always been treated as an enig-
matic field of study that invites people to probe into various dimensions of human life
and society through the language they use. The long history of the linguistic study
of the last three millenniums has established the fact that linguistics will continue to
thrive with life and will serve as long as the people use language as the most powerful
tool for expressing their minds and establishing communication with others.

For centuries, linguistics has been an area of utmost curiosity, attention, and inves-
tigation among the philosophers, lexicologists, grammarians, rhetoricians, and oth-
ers. It has been studied from various angles with diverse goals and missions. Starting
from the introspective analysis, it has been a subject of discussion of various kinds
within the descriptive analysis, normative proposition, comparative method, genera-
tive framework, and intuitive reflection (Chomsky 1957). In every field, several rules
and methods are formed, instructions and prescriptions are proposed, and principles
and theories are generated. All these have generated renewed interest among the
people about language in every phase of human civilization, and attempts have been
made to explore more and more into the language.
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Corpus linguistics is one such method. Itis an area that focuses on ‘language in use’
with reference to users and contexts. It shows with evidence how people use language
to mark unique identity, show solidarity, express ideas, share information, cultivate
knowledge, promote culture, preserve history, build solidarity, nourish communities,
and draw differences. Such activities are going on generations after generations. A
corpus of its wide spectrum invites us to explore all these issues and aspects of
language reflected in various fields of linguistic interaction. The underlying truth of
a corpus is that evidence of language use carries higher value and importance as it
directly focuses on ‘authenticity’ of a language that tends to change over times.

The present trend of linguistic research all over the world is tilted toward empir-
ical model pillared on language corpus. Even generative linguists are turning their
attention toward corpus to verify existing theories and principles proposed in the
generative frame. Thus, the combination of computer and corpus has brought in a
deluge into the life of the so-called dull and lifeless fields of linguistics. Perhaps,
it will emerge as the most promising area in future for the survival and growth of
linguistics as a discipline.
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Language Corpora: The Indian Scenario | oo

Abstract The humble goal of this chapter is to refer to some of the achievements in
the area of Indian languages corpora generation and lexical databases compilation,
which have been done for a few Indian languages within last two and half decades.
We shall also try to refer in this chapter some works which are still in the process
of continuation for the development of corpora and lexical database for the Indian
languages. What is most satisfying is the involvement and active participation of a
large number of renowned institutions and individuals of the country in such works
due to which these have drawn a considerable amount of attention and approval
across the globe. In essence, in this chapter, we shall make a short survey on the
development of monolingual corpora and parallel translation corpora, which are
developed through some individual attempts or joint enterprise across the country.

Keywords Indian languages corpora - Kolhapur corpus of Indian English + TDIL
corpus * Indian languages corpora initiative -+ LDC-IL -+ Monolingual corpora
Parallel corpora + Language archive

14.1 Introduction

Since the history of digital corpora and lexical database generation in the Indian
languages is punctuated with conceited objections, discrete oppositions, and mul-
tilingual diversities, this sketchy survey is, therefore, a short chronicle about the
major milestones achieved so far with a welcome invitation to those recent works
that are also making honest efforts to contribute toward the development of tools,
technology, and resources for the Indian languages. The motivation that inspires the
new generation of Indian scholars to work in collective enterprise is also appreciated
here, as divergent schemes of work undertaken in the domain of corpus and lexical
database generation will eventually turn India into a ‘resource-rich’ country—a col-
lective dream cherished for long by the entire NLP community of the country. The
functional adequacy of these resources and language technology tools is, however, an
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important criterion which is yet to be achieved within a pan-Indian frame by which
the entire nation can benefit.

During last three decades, it has been one of our national goals to work for language
processing and language technology for the Indian languages, as we lack in properly
developed, digitized, and processed language corpora based on which advanced user-
friendly tools, systems, and techniques can be developed for general access across
all sociocultural boundaries and register variables of the country (Dash et al. 2016).
Keeping this goal in view, in this chapter, we shall make an effort to refer to those
major resources that are already developed in the Indian languages and that contribute
further toward the growth of NLP research activities in Indian languages.

The chapter is organized in the following manner. In Sect. 14.2, we refer to the
Kolhapur Corpus of Indian English (KCIE), the first digital text corpus in the Indian
language; in Sect. 14.3, we discuss the TDIL (Technology Development in Indian
Languages) corpus, the first pan-Indian general corpus in the Indian languages; in
Sect. 14.4, we discuss the ILCI corpus (Indian Languages Corpora Initiative), the
first parallel translation corpus in twelve Indian languages; in Sect. 14.5, we refer to
the LDC-IL, the first digital archive of the Indian languages—a national linguistic
depository that collects, stores, manages, and disseminates linguistic resources, tools,
and systems for national causes; and finally, in Sect. 14.6, we refer to some private and
public agencies where corpus generation works in the Indian languages are carried
out.

14.2 KCIE: Kolhapur Corpus of Indian English

The development of indigenous corpus in the Indian languages began, in the true
sense of the term, in 1991 when a concerted effort was initiated under the aegis
of the Department of Electronics and Technology (DeitY), Government of India
to generate digital text corpora for most of the Indian languages for various NLP
activities. This effort, however, should not be considered first of its kind in India,
since the work of corpus generation in any Indian language began some time ago at
the individual level at the Shivaji University, Kolhapur, India (Shastri 1988). To the
best of our knowledge, the Kolhapur Corpus of Indian English (KCIE) is the first
Indian corpus, which was systematically developed following the norms adopted
for the development of the Brown Corpus (Francis and Kucera 1964) and the LOB
(Lancaster-Oslo-Bergen) Corpus Atwell et al. (1984).

The KCIE, as the name indicates, was made with written text samples of modern
Indian English with a goal of making a cross-comparison between the British English,
the American English, and the Indian English (Shastri 1988). At present, itis available
at the International Computer Archive of Modern English (ICAME), while details
of the corpus are available at the University of Bergen, Norway. It consisted of
approximately one million words of Indian English drawn proportionally from the
text materials published in the year 1978. The text samples are collected from 15
different text categories to make it maximally comparable to the Brown Corpus and
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the LOB Corpus. The text samples are manually inserted into computer following the
American Standard Code for Information Interchange (ASCII) to make the corpus
data maximally retrievable and accessible by the end users. At present, the KCIE is
included as a representative sample of the Indian English in the International Corpus
of English (ICE) and used as an authentic linguistic resource for studies on Indian
English.

Although the KCIE was initially planned to make it maximally comparable to
the Brown Corpus and the LOB Corpus, there are, indeed, some deviations in the
KCIE from these two corpora due to some practical problems. The first deviation
was that it failed to match the Brown Corpus and the LOB Corpus with respect
to synchronicity. While the Brown Corpus and the LOB Corpus stored sample of
English texts published in the year 1961, the KCIE stored samples of English texts
published in the year 1978. In spite of differences in years, the designers of the KCIE
were successful in preserving maximum comparability among the three corpora and
maintaining parallelism in the representation of samples across genres and text types.

However, the most notable difference of the KCIE from the other two corpora
was that the required balance in text representation was titled toward ‘informative
prose.” This seemed inevitable as the texts available in the area of ‘imaginative prose’
fell short of the number required for maintaining the balance in the composition.
Also, importance on texts of short stories as against that of full-length novels tilted
the balance toward informative texts. Such skewed representation of texts is hardly
noted in case of other text categories, as the table shows (Table 14.1).

Since the KCIE was meant to represent the Indian English used in printed and
published documents, the representative text samples were accumulated in a simple,
stratified, and random manner from the following sources:

(a) Printed books: 140 sample texts from 1200 titles of different disciplines,

(b) Government documents: 37 sample texts from central and state government
documents,

(c) Press materials: 53 sample texts from 6 national and 15 regional English news-
papers,

(d) Periodicals: 170 samples texts from almost all fields and disciplines.

The referential value of the KCIE has been attested in its faithful representation
of sample texts for describing the actual form and nature of the Indian English. The
referential value of this corpus may be understood from the contribution it has made
in the study of Indian English.

(a) It has succeeded to exhibit distinct texture of the Indian English enriched with
unique lists of Indian words and terms not found in other two corpora (Wilson
1992).

(b) It has faithfully reflected on the differences in syntactic patterns (Shastri 1992,
1996) and semantic loads of the Indian English (Marco 2006).

(c) Ithas exhibited the independence of the Indian English from the overwhelming
shadow of the British English (Mukherjee 2002) or the American English.

(d) It has become successful to exhibit the ‘Indianness’ of the Indian English as a
notable phenomenon of post-Independent India that has achieved a distinct and
discernible linguistic identity within last few decades (Leitner 1991).
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Table 14.1 Composition of the Brown, LOB, and KCIE

Text Categories Texts in each category
Brown LOB KCIE

Informative Text | Press: reportage 44 44 44
Press: editorial 27 27 27
Press: reviews 17 17 17
Religion 17 17 17
Skill, trade, and hobbies 36 38 38
Popular lore 48 44 44
Belles letters 75 77 70
Miscellaneous (foundation reports, 30 30 37

industry reports, government documents,
college catalogue, industry origin)

Learned scientific writings 80 80 80
Imaginative Texts | General fiction 29 29 58
Mystery and detective fiction 24 24 24
Science fiction 6 6 2
Adventure (western fiction) 29 29 15
Romance and love story 29 29 18
Humor 9 9 9
Total 500 500 500

Even then, it is clear that the KCIE cannot claim to be maximally representa-
tive of the Indian English since it is built to ensure maximum comparability with
other English corpora (i.e., Brown and LOB) rather than developing a maximum
representative text database of the Indian English. In spite of several limitations and
shortcomings, the KCIE has registered immense referential value in Indian linguis-
tics in general, because it had provided a great opportunity to analyze the form and
features of the Indian English with close reference to a real-life use of the language.
In fact, the availability of the KCIE has made it possible to observe the distinct fea-
tures of the Indian English, which has not been attested before so elaborately (Leitner
1991). Till date, it is used as one of the primary resources of the Indian English, and
it is made open to researchers for various linguistic studies and investigations.

14.3 The TDIL Corpus

The TDIL (Technology Development for the Indian Languages) scheme, a dear
daughter of the Ministry of Communication and Information Technology (MCIT),
Government of India, was conceived in the year 1991 to provide technology solutions
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for the Indian languages. The primary objectives of this program were the followings
(Dash 2007):

(a) Todevelopinformation processing techniques and tools for all Indian languages,

(b) To facilitate human—machine interactions crossing all language barriers,

(c) To create, share, and access multilingual knowledge resources,

(d) To integrate resources and tools for devising innovative user-friendly products
and services.

The work of generating text corpora in the Indian languages began in the year
1992 under the guidance of the TDIL team. The initial goal was to construct large
text corpora in digital form for all the major Indian languages included in the 8th
Schedule of The Constitution of India. The mission was to collect representative text
samples of three million words from each of the Indian languages considered in the
project by way of adopting a well-defined uniform sampling method through which
equal amount of data from each of the languages was to be collected from different
disciplines and subject areas (Murthy and Despande 1998).

The project was collectively shouldered by six premiere institutes and universities
across the country. Each institute/university was entrusted with the task of collect-
ing text corpora from three to four languages assigned to each organization as well
as process and analyze these corpora for developing NLP tools for spelling check-
ing, morphological analysis, grammar checking, machine translation, digital lexical
database generation, and information retrieval, etc. The institutes and universities
that took part in this collective work are listed in Table 14.2.

Although not spelt out, several other distant motives of the project were also
visualized and these may be reproduced in the following ways (Murthy and Despande
1998).

e To develop representative text corpus for each of the Indian languages that would
stand as representative of the language,

e To develop language processing tools, systems, and techniques to facilitate the
man—machine interactional interfaces,

e To enhance multilingual knowledge management and sharing across the Indian
languages including English,

Table 14.2 Corpus creation in the Indian languages in TDIL project

Languages Institutes/Universities

English, Hindi, and Punjabi Indian Institute of Technology, Delhi

Tamil, Malayalam, Telugu, and Kannada | Central Institute of Indian Languages, Mysore

Marathi and Gujarati Deccan College, Pune

Odia, Bangla, and Assamese Indian Institute of Applied Language Sciences,
Bhubaneswar

Sanskrit Sampurnananda Sanskrit University, Varanasi

Urdu, Sindhi, and Kashmiri Aligarh Muslim University, Aligarh
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e To promote the development of techniques and systems for cross-lingual investi-
gations, studies, and research,

e To generate linguistic recourses for machine translation, information retrieval, and
language education,

e Tobuild machine translation systems among the Indian languages and from English
to Indian languages,

e Todevelop man—machine interactional interfaces needed for information exchange
across all the Indian languages,

e To develop computer-assisted language education systems in the Indian languages.

Keeping these immediate and distant objectives in view, the TDIL project was
started in the year 1992 for generating machine-readable corpora in the Indian lan-
guages. At the initial stage, the corpus developers were slightly skeptical about the
practical relevance of digital corpora in context of the Indian languages. It was also
necessary to decide whether the proposed digital corpora would contain the samples
of written texts or the samples of transcripted spoken texts or both types of text.
Although speech has been widely acknowledged as a much better representative of
the basic structure and fundamental organization of a language (Biber 1986; Halli-
day 1989), the corpus developers were forced to focus mainly on written texts due
to certain technical constraints that were very much prevalent at the time when the
project was initiated. With dubious conviction, the work for corpus generation started
keeping the following questions in view:

(a) Why there was a need for developing digital corpora in the Indian languages?

(b) Who were to develop these corpora and how?

(c) How large would these corpora be in a total number of words?

(d) Who would be using these corpora, where, and how?

(e) What kind of text would be included in these corpora?

(f) How much time would be required to develop these corpora?

(g) Which time span would be represented in these corpora?

(h) How would data of actual language use be collected?

(i) What kind of formalities would be adopted for data storage, text representation,
and data management?

Many such questions were addressed satisfactorily at the time of actual corpus
generation task (Dash 2007). The generation of the TDIL corpus also involved some
other issues, such as size of corpora, choice of documents, collection of text mate-
rials (e.g., books, newspapers, magazines, periodicals), selection of text samples,
sorting process of texts, manner of page selection (e.g., random, regular, selective),
determination of end users, manners of data input, methods of corpus sanitation,
management of corpus databases, release of corpora for public access, question of
copyright of texts. (Atkinset al. 1992). Most of the issues were addressed adequately
with reference to the Indian language corpora in the following manners:

(a) Corpus size: Each corpus contained three million or more words randomly
selected from printed and published texts of each Indian language.
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(b) Text representation: Text samples were selected from all kinds of texts avail-
able during that time.

(c) Text selection: Random and selective methods were adopted for text selection.

(d) Time span: Texts produced between the years 1981 and 1990 were selected.

(e) Documents: Text samples were subject-wise, year-wise, and name-wise.

(f) Newspapers: Texts from newspapers were also classified based on names, years,
months, and dates.

(g) Books:Sample texts were collected from 85 subjects or disciplines.

(h) Authors: Texts produced by all authors irrespective of caste, creed, gender, age,
ethnicity, influence, race, locality, merit, education, profession, etc., were taken.

(i) Target users: People from all walks of life were the target users. They could
use the corpora for any language-related study, investigation, or application.

Following these strategies, each group was able to generate a text corpus of three
million words in each of the Indian languages included in the project. The project
came to an end by the end of March 1995, when each of the Indian languages included
in the project was rich with a corpus of modern texts ready for use in all kinds of
linguistic works. These corpora are now under the custody of the Central Institute
of Indian Languages (CIIL), Mysore, which is entitled to the dissemination of the
resource to interested Indian scholars and institutes for research and development
purposes.

However, the most unfortunate thing is that till date these corpora have not come
into much use due to certain technical and legal constraints. The copyright issue is
one of them. Moreover, the creation of the corpora in the ISCII (Indian Standard
Code of Information Interchange) has made these databases nearly obsolete because
of their complex conversion compatibility to the Unicode. Although corpora of some
of the languages (e.g., Hindi, Bangla, Odia, Marathi, Tamil, Telugu) are converted
into Unicode by individual efforts, the rest of the corpora still remains in ISCII,
thereby mostly non-utilizable. If these were converted into the Unicode-compatible
texts, these would have been invariably used by people for various works of NLP
and LT, besides regular works of linguistics. Anybody who is interested in Indian
languages and linguistics could have used these corpora because these corpora are
developed in such a way that these could easily provide information of the following

types:

(a) Present a better scope for studying variations of the relation of linguistic ele-
ments across all text types in a language.

(b) Provide a wider spectrum of the language used to study the frequency of occur-
rence of various linguistic items in the language.

(c) Provide a better opportunity for exploring the behavioral patterns of various
language elements in regular language texts.

(d) Confirm the increment in the number of citations to provide facilities for sys-
tematic classification of linguistic items in terms of usage and meaning.

(e) Assure better opportunity for obtaining statistical results of the language ele-
ments for making various linguistic and extralinguistic observations.
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(f) Give a wider spectrum for studying the patterns of use of lexical items to make
a generalization about the grammar of a language (Sinclair 1991),

(g) Provide larger scope for a faithful descriptive study on the patterns of use of
compounds, lexical collocations, phrases, clauses, sentences, technical and sci-
entific terms, idioms and proverbial expressions, in the language, etc.

(h) Provide opportunities to track the coinage of new words and their patterns if
used in different domains of language use.

(i) Give ample scope to track variations of a sense of words triggered by the contexts
of occurrences at the both sentence and larger frames.

(j) Give scope to generate a lexical database of different types to the analysis to
provide insights into the patterns of formation of words, compounds, idiomatic
expressions, and phrases in a language.

(k) Supply authentic analysis and citation of examples of spelling variation—a real
critical issue in some of the Indian languages like Bangla, Odia, Tamil.

These are some of the issues, which could have been properly investigated with
data and information available in these corpora. In our view, besides many other
applications of these corpora in linguistics and language technology, these are per-
haps the best resource for investigating the patterns of lexical use in the language—an
essential research component in word-sense disambiguation (Hanks 2004) as well
as in semantic-type identification (Hanks and Pustejovsky 2005).

By executing the TDIL corpus project, the Indian scholars have definitely achieved
some milestones, if not all. Also, they have made some achievements in the form of
basic tools, software, and fonts for almost all the major Indian languages. In case of
generating language resources, the TDIL has surely made a hallmark by generating
corpora in most of the Indian languages (although small in size with regard to a
number of words). At present, the ministry is striving hard to run some more projects
dedicated toward the development of linguistic tools, systems, and resources of dif-
ferent types to address different needs of the Indian NLP activities. The information
elicited from the Viswabharat (2011)—an Indian Technology Newsletter—shows
that the TDIL activities are focusing on the development of the following resources
and tools for the Indian languages:

(a) English to Indian languages machine translation,

(b) Indian language to Indian language machine translation,
(c) Sanskrit to Hindi machine translation,

(d) Document analysis and recognition,

(e) Online handwriting recognition,

(f) Cross-lingual information access and retrieval,

(g) Speech corpora and speech-related technologies,

(h) Parallel text corpora in national languages.

If these milestones are achieved, we can surely claim that India has made a giant
leap toward the technology development for her languages.
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14.4 ILCI: Indian Languages Corpora Initiative

In 2015, a team of scholars across Indian institutes and universities has completed
the two phases of the ILCI (Indian Languages Corpora Initiative) project where
they have developed tagged parallel translation corpora for twenty-three Indian lan-
guages, keeping Hindi as the source language and other Indian languages as the target
language. In the first phase (2009-2012), the team has generated 50K POS-tagged
parallel sentences in each of the twelve Indian languages involved in the project
covering two major domains: health and tourism. The total strength of the corpus
in each of the languages is 600K annotated sentences with each sentence having an
average length of 16 or more words (Jha 2010). Some information about the member
institutes and their respective languages (in alphabetical order) involved in the first
phase (ILCI-1) is given in Table 14.3.

The most important feature of the ILCI database is that parallelism in text types
and sentence structure is preserved at the highest possible level across all the Indian
languages—making this corpus database an indispensable resource for cross-lingual
information retrieval, Core Grammar development, machine translation, WordNet
design, common lexical database generation, and cross-cultural studies and investi-
gation. Another important contribution of the ILCI project is the development of a
nationally approved Part-of-speech (POS) tagset known as the BIS (Bureau of Indian
Standard) Tagset—a benchmark POS standard proposed to be adopted and used for
all the Indian languages. An interesting by-product of this project is the generation
of several bilingual parallel lexical databases—that will eventually lead to the com-
pilation of domain-specific digital bilingual and multilingual dictionaries in all the
Indian languages involved in the project. At present, the ILCI corpus is made avail-
able in a Unicode format for general access from the TDIL Data Centre of the DIT,
Ministry of the Information and Communication Technology, Government of India.

Table 14.3 Languages and

an Language Institute/University
institutes of ILCI-1

(2009-2012) Bangla Indian Statistical Institute, Kolkata
English Jawaharlal Nehru University, New Delhi
Gujarati Gujarat University, Ahmadabad
Hindi Jawaharlal Nehru University, New Delhi
Konkani Goa University, Goa

Malayalam | IIITM-Kerala, Trivandrum

Marathi Indian Institute of Technology, Mumbai
Odia Utkal University, Bhubaneswar
Punjabi Punjabi University, Patiala

Tamil Tamil University, Thanjavore

Telugu Dravidian University, Kuppam

Urdu Jawaharlal Nehru University, New Delhi
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The second phase of the ILCI project (ILCI-2) was more challenging and promis-
ing. It started in March 2012 with additional eleven Indian national languages and
ended in September 2015. It added 1,700,000 new sentences (1,100,000 sentences
from 11 new languages including the four northeast Indian languages and 600,000
sentences from the existing 12 languages). The total strength of the corpus after
ILCI-2 is estimated to be approximately 36,800,000 POS-annotated words includ-
ing all 23 languages in the following four domains: tourism, health, agriculture, and
entertainment. This project showed how a mountain can be made out of the sand
grains scattered in the dusty plane (Bansalet al. 2013).

14.5 The LDC-IL

The language promotion and maintenance department of the Ministry of Human
Resource Development (MHRD), Government of India, has formed a digital archive
for the Indian languages known as the Linguistic Data Consortium for Indian Lan-
guages (LDC-IL) and has invited the Central Institute of Indian Languages (CIIL),
Mysore, to host and operate the consortium in a collective manner involving aca-
demic institutions and individuals across the country. The consortium, which is set
up following the line of the Linguistic Data Consortium (LDC) of the University of
Pennsylvania, USA, is assigned with many important tasks of linguistics and lan-
guage technology for the Indian languages, such as generation, storage, management,
and dissemination of the Indian language corpora; generation and storage of gener-
alized and special lexical databases of the Indian languages; creation of forums for
researchers in India and abroad to work on the Indian languages; development of
linguistic tools and products; publication of linguistic resources; and building up a
large pool of scholars as human resources for all the Indian languages. Besides these
long-distant goals, there are some immediate goals also that LDC-IL is visualized to
carry out for the benefit of the Indian languages and people. The immediate goals of
LDC-IL may be summarized in the following manners:

(a) To become a national repository of linguistic resources for all the Indian lan-
guages. In that capacity, it wants to digitize and document all the Indian lan-
guages in the form of text, speech, and lexical corpora.

(b) To facilitate the creation of linguistic databases of different forms and types by
different Indian organizations that can contribute toward the enrichment of the
main LDC-IL repository.

(c) To setup appropriate pan-Indian benchmark standards for data collection, anno-
tation, and storage of electronic corpora for different research and development
activities.

(d) To support different language technology development and sharing projects in
the Indian language for data collection, processing, and management.

(e) Tofacilitate training in technical and process-related issues to develop necessary
human resources in these areas through workshops, seminars, schools, etc.
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(f) To create and maintain LDC-IL Web-based services that will be a gateway for
accessing its resources.

(g) To design and provide help in the creation of appropriate language technology
tools and systems based on linguistic resources and data for mass utilization,
and

(h) To provide a general platform for interactions among the academic institutions,
individual researchers, and the masses.

The LDC-IL is quite young in age, but the load it aspires to carry on its shoulder
is quite heavy. So there are definitely some doubts if the consortium will be able to
perform on the same scale as expected in its missions. This is impossible to predict
at this present state of the consortium. But by the way it has begun and the way it
functions, we are hopeful that it will grow strength to strength through its dedicated
service to the nation and her people over the years.

14.6 Some Other Resources

It is found that during last few years, digital corpora and lexical database of different
forms, types, and textures in the Indian languages are also developed and utilized
at various levels at different parts of the country. Besides these five major projects
related to language corpora and lexical resource generation initiated and funded
by the Government of India (elaborated in this chapter), there are also some other
projects relating to these areas and these are mostly carried out by public and private
sectors at organizational and the state levels, such as the Microsoft Research India
and the Society for Natural Language Technology Research, Government of West
Bengal.

Researchers on the Indian languages are not confined to India only, as tools,
systems, and resources for some of the Indian languages are also developed in other
countries. For instance, research on Bangla is done in Bangladesh and America; on
Tamil in Sri Lanka, Singapore, and Malaysia; on Hindi in UK and USA; on Urdu
in Pakistan and Germany; and on Punjabi in Pakistan and Canada. Further details
of these works are not presented here as these are beyond the defined scope of the
present chapter. However, their importance as notable contributions to the Indian
language technology development is not ignored here. Since public access to these
resources is more or less restricted, it is not possible to retrieve language data and
information from these sites and utilize these resources in various works of language
processing and technology.

Outside India, there is a center from where we can collect resources of Indian
languages—although in a small amount. It is the Linguistic Data Consortium of
the University of Pennsylvania from where we can access the Indian language data
and resources, such as Hindi WordNet (LDC2008L02), OGI Multilanguage Corpus
(LDC94S17), POS Tagset for Hindi (LDC2010T24), POS Tagset and tagged corpus
of Bengali (LDC2010T16), POS Tagset for Sanskrit (LDC2011T04), and English
Dictionary of Tamil Verb (LDC2008LO01). These resources are developed by various



248 14 Language Corpora: The Indian Scenario

organizations across the world and are stored in the Linguistic Data Consortium,
USA, for general access. These are indeed of high relevance in the present context of
resource generation and technology development for the Indian languages. As these
resources are made publicly available for general utilization and reference, these
may be cited as good contributions for the growth and development of the Indian
languages and their people.

14.7 Conclusion

With regard to application relevance of these corpora, it may be reported that the
TDIL text corpus has been freely downloaded by more than hundred researchers
across the world; the ILCI corpora are used by many research organizations in India
and abroad; and the Indian Languages Part-of -Speech Tagging (ILPOST) tools and
corpus of the LDC-IL are also used by many researchers for finalizing the POS tagset
for the Indian languages. The ILPOST tagset is essential for cross-verification and
comparison of the POS tagset defined within it as well as for the POS tagset defined
in the BIS tagset.

There is no doubt in the observation that in the present world of computer-
controlled life and living, the generation of digital corpora and tools will not only
pave in many new directions of language use in E-governance, E-learning, and online
education, but also will present many new findings from language corpora to modify
the existing theories, beliefs, and resources of the languages.

Although the works of language corpora generation, lexical resource generation,
software and tool development have been a delayed enterprise in India during last
few years, at present, it has gathered some momentum through several collective
ventures triggered from four major sectors: governmental, institutional, individual,
and corporate. If this trend continues for a few more decades, then we can surely
expect the emergence of a new India, which is ready with possible solutions to the
problems and challenges we face in language technology, information technology,
and knowledge engineering.
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Chapter 15 ®)
Corpus and Future Indian Needs e

Abstract In this chapter, we first try to present a general picture about the present
scenario of corpus generation in the Indian context with an appropriate focus on the
works already done as well as adequate attention on the works that are in the process
of continuation. Along with the reference to text corpora, we also talk about the
speech corpora so far developed in a few Indian languages. Moreover, we suggest for
generating annotated text and speech corpora in all major Indian languages keeping
the applicational relevance of these corpora in various domains of general linguistics,
applied linguistics, and language technology. We also argue for generating special
corpora in written and spoken texts for exploring their special linguistics features
and propose for generation of dialect corpora in all local and regional varieties for
their protection and promotion. Finally, we propose for the formation of a national
archive or a digital data center for preservation and distribution of Indian text and
speech corpora for the benefit of the languages and their speakers.

Keywords Realization - Speech corpora + Annotated corpora - Special corpora
Dialect corpora - Monitor corpora - Comparable corpora + National corpus
archive - Indian languages

15.1 Introduction

In this chapter, we make a short assessment on the present scenario of Indian activities
relating to corpus building in Indian languages as well as focus on the future direction
of the whole enterprise. We keep the ardent needs of the future generations of India
and other countries into our vision with a realization of the fact that the future course
of activities in the fields of linguistics, applied linguistics, language technology, and
speech technology will invariably depend heavily on data and information obtained
from corpora of actual written and spoken text varieties (Dash 2006). Although the
present situation does not support this vision, as no sincere effort is found to be
initiated for developing well-formed text and speech corpora in Indian languages,
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we are quite optimistic about it with a focus on some of the ongoing individual and
collective efforts made at various parts of the country in this direction (Dash 2008).

The chapter is organized as follows. In Sect. 15.2, we record our impressions and
realizations about the state and status of language corpus in the realm of linguistics
and language technology; in Sect. 15.3, we inform about the speech corpora so far
developed in a few Indian languages; in Sect. 15.4, we argue for generating annotated
text and speech corpora in all major Indian languages; in Sect. 15.5, we propose for
generating special corpora in both written and spoken texts for exploring their special
linguistics features; in Sect. 15.6, we propose for generating dialect corpora in all
local and regional varieties for their protection and promotion, in Sect. 15.7, we
advocate for development of monitor corpora in all major Indian languages included
in the 8th Schedule of the Constitution of India; in Sect. 15.8, we suggest for the
generation of comparable corpora among the genealogically related Indian languages
for initiating cross-linguistic and cross-cultural research; in Sect. 15.9, we propose
for the formation of a national archive or data center for preservation and distribution
of the Indian text and speech corpora for the benefit of the country; and in Sect. 15.10,
we try to show the line of difference between the advanced countries and India with
regard to corpus generation and utilization.

15.2 The Realization

From the discussion presented in earlier chapters, it is almost clear to us that lan-
guage corpora are simply indispensable in language description, building linguistic
resources, understanding language communities, as well as in developing systems,
tools, and techniques for language and speech technology. The time is now ripe for
establishing an intimate functional interface between language and computer so that
computer becomes maximally useful for various linguistic tasks for the benefit of the
humanity at large. Since a computer cannot execute an independent linguistic work,
however small and trivial it may be, it needs adequate linguistic knowledge for its
training and execution. If it is properly trained and developed with proper linguistic
input it becomes perceptively robust and efficient to do many complex linguistic
tasks with ease and accuracy with least human intervention and interference.
However, to train a computer to perform even some routine and not-so-intelligent
linguistic tasks is indeed a complex process that asks for proper analysis and valid
interpretation of the huge amount of multifaceted and authentic language data com-
piled in the form of language corpora in digital form. Until and unless an adequate
amount of linguistic data, examples, and information are analyzed and provided to
a computer for its several trials, training, and simulations, it will miserably fail to
execute even a few simple linguistic tasks entrusted to it. This implies that language
corpora are simply indispensable not only in the areas of language technology but
also in other areas of linguistics as corpora are the most faithful source wherefrom
all these domains of analysis and application can heavily draw necessary language
data and information. Perhaps, we have no other alternative but to concentrate on the
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Fig. 15.1 Corpora and others: present and future Indian needs

work of developing corpora of various types in all natural languages to address the
needs of linguistics at large.

The present research and development activities in various domains and sub-
domains of theoretical linguistics, descriptive linguistics, applied linguistics, and
language technology in Indian languages invariably need corpora made with sam-
ples of written and spoken texts of various size and content, form, and composition.
There is also a need for large electronic lexical databases of various types in all major
Indian languages developed from corpora for the generation of linguistic resources
to be used in mainstream linguistics, language technology, and applied linguistics.
At present, we have some written text corpora in some Indian languages developed in
the TDIL project, as well as some parallel translation corpora developed in the ILCI
project. These are good linguistics resources no doubt, but these are not adequate.
Since it is not possible to address all our present requirements with these corpora
only, for the sake of future growth and development of Indian languages, we have to
take immediate initiatives for developing large, balanced, and adequately represen-
tative text and speech corpora in all the major Indian languages. The requirements
for the Indian languages are summarized in the diagram presented above (Fig. 15.1).
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15.3 Speech Corpora

Nearly three decades ago, a humble attempt was made at the Indian Statistical Insti-
tute (IST), Kolkata for collecting some samples of actual speech data for some research
works in speech technology (Datta Majumder and Ganguli 1987). After analysis of
that speech data, scientists were able to develop software for automatic speech syn-
thesis in Bangla (Ganguli et al. 1988). With the help of this software, the scientists
were to develop a tool for speech synthesis in 1990, which was widely known as the
Bangabani, which could generate synthetic speech in Bangla, Hindi, and in some
other Indian speeches (Dutta et al. 1991). The system attained international standard
and was successfully deployed to synthesize some Bangla songs, including some
songs composed by Rabindranath Tagore, the Nobel Laureate. However, after some
years, due to some logistics, financial, technical reasons, this work had come to an
end without any chance for reincarnation.

This state has been continued for several years before the whole enterprise was
rejuvenated with the active participation of a new group of Indian scholars coming
from computer science, linguistics, and information technology. It is heartening to
know that speech technology works in Indian languages are gaining momentum in
the new millennium with wide expansion of activities relating to various domains of
artificial intelligence, cognitive linguistics, and fuzzy logic. Many research institutes
and universities of India along with several IT companies are now devoting more time,
money, and energy to this area with pre-defined goals for making lasting contributions
for the benefit of the languages of the country.

In last two decades, a few Indian institutes have made efforts to develop speech
databases from real-life speech events for object-oriented applications. For instance,
Patil and Basu (2004) developed a small speech database of Marathi and Hindi
speech with samples of dialects spoken at six different regions in Maharastra for
the purpose of developing an automatic speaker recognition system. The database
carefully includes individual responses made against the questionnaire containing
only five questions relating to isolated words, digits, combination-lock phrases, read
sentences, and contextual speeches in which each sample contains texts of nearly
90 s. The contextual speech comprised text samples describing nature, memoirs of
life, and family life narrated by around 200 local informants. Although this speech
database claims high functional and referential relevance within the frame of a spe-
cific research goal for which it is developed, it is not a ‘speech corpus’ in the true
sense of the term. It complies following traditional means and methods of speech data
collection normally practiced in field linguistics (Samarin 1966). The method used
for informant selection, the manners of text sampling, the method of data collection,
and the process of text representation in the database are characteristically differ-
ent from the techniques and methods normally followed in natural speech corpus
generation in modern corpus linguistics and language technology.

The importance of speech corpora can be visualized if we try to realize the fact that
we need to collect, organize, and disseminate linguistic information of the lesser-
known Indian language varieties, many of which are threatened for their eternal
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extinction. Therefore, we should initiate projects for speech corpora generation in
the Indian languages for proper documentation of the linguistic materials for our
social, cultural, and national needs. The lack of joint enterprise in this direction has
been one of the bottlenecks for the growth of speech-based research and application
in Indian context for several years now (Dash 2003). Moreover, technical difficulties
involved in speech corpus generation and research have an impact in a serious manner
for blocking its smooth progress in this country. Perhaps, the time has come to direct
our attention, fund, and energy in this direction.

For providing a direction, let us enumerate the present Indian needs with regard
to speech corpora that may be used in future works of descriptive linguistics, applied
linguistics, and speech technology.

(a) We should first develop large, representative, multidimensional, and balanced
speech corpora for all major Indian languages. These corpora will contain sam-
ples of spoken texts obtained from various real-life speech events. These will
be utilized as the basic linguistic resources for various research and develop-
ment works of general speech description and speech technology for the Indian
languages.

(b) We should also generate both synchronic and diachronic speech corpora to
identify the newly coined words, terms, and phrases; trace dates of coinage of
new terms; identify the patterns of usage of various lexical items in speech;
trace the change in meaning of words in spoken usage; observe the changes in
the process of sentence construction in verbal mode of expression; and identify
the special features of spoken texts that make them different from written texts.

(c) We must have provisions for continuous up-gradation of data in speech corpora
so that these become quite useful to reflect on the internal changes which are
actually taking place in the speech patterns of people as well as on the life and
living of the speakers.

(d) We also require diachronic speech corpora of various types to investigate the
course of change observed in the spoken form of a language within a wide range
of situations.

(e) We can use both diachronic and synchronic speech corpora to develop dictio-
naries and grammars of spoken texts as well as to identify variations of speech
patterns across spatiotemporal dimensions.

Since the mere collection of speech data and compilation of speech corpora cannot
suffice the present needs of speech research and development in the country, there
is a strong urge for converting speech corpora into spoken corpora with appropriate
annotation. It is acknowledged that spoken corpora have greater functional relevance
than speech corpora since spoken corpora usually carry certain additional linguistic
information (particularly in the form of annotation) which is not present in raw
spoken texts (Dash 2005: 8). The text samples in raw spoken corpora are presented
in written form with the addition of some symbols used in phonetic transcription.
There are several ways and levels of prosodic annotation, which are often used with
transcribed spoken texts to generate spoken corpora (de Ginestel-Maitland et al. 1993;
Knowles 1994; Izre’el et al. 2001; Harry 2003). The spoken corpora are useful for
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those scholars who do not have adequate technical expertise and skill for analyzing
recorded speech data for their works (McEnery and Wilson 1996: 26). Also, these
spoken corpora become beneficial for language learners in classroom teachings about
the normal speech patterns of the native speakers.

15.4 Annotated Corpora

The present research activities in the area of language technology in the Indian
languages require a large amount of annotated text corpora. Therefore, to address
this requirement we should immediately develop annotated corpora in the Indian
languages. Usually, an annotated version of a corpus contains annotations relating
to extralinguistic and intralinguistic information of a language and its users. The
extralinguistic annotation normally (but not typically) contains information relating
to the following types:

(a) Types of texts,

(b) Year of publication of texts,

(c) Name(s) of sources of texts,

(d) Age information of writer(s),

(e) Gender information of the author(s),

(f) Domain information of use of texts, and
(g) Register information of texts.

The intralinguistic annotation, on the contrary, usually carries information relating
to the analytical marks used in a text, parts-of-speech marks of words and phrases,
lexical category marks for words and other lexical items, information about the
types of sentences, terminal marks for sentences and phrases, semantic information
of words, idioms, and phrases, anaphoric information of pronominal forms, identifi-
cation marks of proper nouns and named entities, and discourse information of texts,
etc. The annotated corpora become highly referentially useful for descriptive analysis
of a language, studying variations of language use across text types, understanding
variations of meanings of words and other elements of a language, observing pat-
terns of lexical change across several decades, and deciphering ambiguity both at the
lexical and sentence levels, etc.

In language technology works, annotated text corpora are heavily used for design-
ing tools and systems for morphological processing; decomposing multiword units;
generating valid words; parsing sentences; developing electronic lexical databases
and TermBanks; compiling electronic dictionaries, grammars, and thesauri; design-
ing systems for machine learning; developing machine-aided translation systems;
building automatic text information retrieval systems; for developing automatic lan-
guage understanding systems, etc., for a natural language.

On the other hand, an annotated speech corpus, although carries tags for both
extralinguistic and intralinguistic information of a language, is of a different kind.
The process of annotation of a speech corpus varies to a great extent from that of a text
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corpus, since a speech corpus is characteristically different from a text corpus (Dash
2006). Information relating to the fields of speech events is used in the description
of normal speech as well as in the works of speech technology to explore the nature
of context-based variation of speech, semantic, and lexicological changes occurring
in spoken interactions and lexicosyntactic ambiguities evoked in speech events.

The extralinguistic annotation in a speech corpus carries information relating
to the types of spoken texts, year of text collection, demographic information of
speakers, context-based information of text types, source and register variations of
text samples, and similar other information. The intralinguistic annotation, on the
other hand, generally carries information relating to the analytical marks used in
spoken texts, parts-of-speech tagging of words, lexical as well as semantic categories
of words, sentence types, discourse information, etc.

Within speech technology research, an annotated speech corpus is considered
indispensable for designing tools and systems for speech identification and process-
ing, spoken sentence identification and processing, speech synthesis, speech analysis,
speaker identification, speech-to-text conversion, and similar other works. Within the
domains of applied and cognitive linguistics, on the other hand, an annotated speech
corpus is used for analyzing discourse structures, understanding negotiations, and
mediations, interpreting formal and informal conversions, and for understanding the
ethnography of verbal communication, etc.

15.5 Special Corpora

There is a strong need for designing special text corpora by way of including sam-
ples of written texts composed by different groups of people living in a society
(i.e., women, infants, children, students, teenagers, non-native speakers, linguisti-
cally impaired people, etc.). For instance, special text corpora may include samples
of texts full of jargons and domain-specific terms and codes; samples of texts from
private diaries, personal letters, wills, gambler’s notes, share market reports, medical
reports, auction statements, advertisements, and sports reports to mark the ‘special
features’ of the language varieties used in specific fields of trade, action, and pro-
fession. Such text corpora will obviously vary in composition and size according to
their patterns of construction and the purpose of their usage. In most cases, special
text corpora, due to their unique origin and composition, become highly useful for
linguistic investigation and interpretation, since they contain authentic data collected
from the texts belonging to particular trades, professions, and activities.

Although most of these special text corpora are not considered fit to contribute
directly to the general description of a language, these are, because of their high
percentage of unusual linguistic features, considered valuable for projecting into
the ‘other side’ of a language colored with unique linguistic features rarely observed
within a normal ‘standard language.” However, here is a note of caution: since special
text corpora are not properly balanced in composition, so if these are used for the
general description of a language, these will definitely project a distorted image of
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the standard form of the language. Even then, the basic advantages of special text
corpora lie in their text samples, which are collected in such a way that the phenomena
we are looking for occur much more frequently in them than found in a general text
corpus. Thus, the importance of special text corpora in special linguistic studies is
widely attested due to their uniqueness in representing the language variety used by
the different classes of people occupying vital segments of a society.

Similar to special text corpora, there is also a need for special speech corpora
in the Indian languages. These should include samples of spoken text produced
by people belonging to different spheres of life (e.g., infants, learners, teenagers,
non-native speakers, women, linguistically impaired people, etc.). Similarly, special
speech corpora may be developed with samples of speech data produced by people
involved in share market, gambling, auction, medical science, parliamentary debate,
court proceeding, underworld activities, etc. The analysis of such speech corpora
will show the ‘specialities’ of a kind of speech used in verbal dialogic interactions
in different trades and professions to deal with the co-members working in the same
fields of trade, action, and profession.

When compared to general speech corpora, special speech corpora should vary in
form, content, and composition according to their patterns of formation and purposes
of construction. In some special situations and contexts, they may be considered
reliable because they contain spoken texts collected from highly specialized domains.
In a reverse way, they contribute to the overall description of speech of a community
because text samples will represent a type of speech used by special people, in special
situations, and for special purposes. The referential value of special speech corpora in
general linguistic description cannot be ignored since they are intentionally designed
and developed to represent the special speech varieties used by special classes of
people occupying vital positions in the speech community. We should develop both
special text corpora and special speech corpora in most of the Indian languages and
use them in specific linguistic studies so that we can have better insight about the
‘special’ use of language in various situations by the people belonging to special
categories based on ethnicity, profession, age, gender, linguistic disability, and other
sociocultural variables.

15.6 Dialect Corpora

Keeping in view the dialectal diversities observed in the Indian subcontinent, we
strongly argue for generating corpora for all the dialects and minority language
varieties found in the country. We also argue that systematic collection, digitization,
analysis, and documentation of large text samples stored in dialect corpora will help
us to identify the total number of speech varieties used in the country, mark similarities
and differences between the dialects, investigate power of hegemony playing among
the dialects, and preserve their unique linguistic identities both in paper and reality.

In general, dialect corpora should contain elaborate text samples of dialects used
in regular dialogic interactions, impromptu conversations, and informal-formal talks
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taking place among the people of particular geographical regions. All these features
are considered valuable for projecting into the core of the dialects as well as reflecting
into the external and internal distinctive features of the dialects and their speakers.
Similar to the corpora of standard speeches, all dialect corpora should be properly
tagged with various prosodic features following the standards and norms accessed
in the annotation of standard speech corpora.

In a multidialectal country like India, where several dialects and minority lan-
guages are on the verge of their extinction, we can easily identify multipurpose uses
of dialect corpora as essential resources for procuring knowledge from different
dialect communities; preserving their language, culture, history, and heritage; devel-
oping lexical and syntactic databases from different dialects; developing dictionaries
and grammars for dialects; and generating text materials for the dialects for direct
use in formal and informal teaching for the benefit of target dialect communities.

15.7 Monitor Corpora

The text corpora developed so far in the Indian languages should be converted into
monitor corpora with a system for adding new varieties of text samples. These sam-
ples may be obtained from various genres, disciplines, and registers time to time
across the regions. Similar to the British National Corpus, the American National
Corpus, the German Language Corpus, the Japanese Text corpus, etc., these cor-
pora should have provisions for their regular growth and up-gradation so that they
become fully fit to reflect on the changes taking place in the Indian languages and
their societies. Over the decades, gradually, these corpora will achieve a diachronic
dimension to represent the languages fretted with subtle linguistic changes across
the generations.

Such diachronic monitor corpora should be designed to cover a wide range of
time span to be used as the most trustworthy linguistic resource for identifying
newly coined words, terms, and phrases; dates of their coinage; variations in use
of linguistic properties; change in meaning of words and lexical items; change in
patterns of formation of phrases, idioms, proverbs, and sentences; trace the patterns
of change of social psychology as reflected in the languages, etc.

If we are able to develop good monitor corpora for most of the Indian languages,
we can be sure that the intuition of native language users, assumptions of linguistic
experts, and prophetic speculations of linguistic demigods can be challenged with
diachronic referential relevance and verifiable authenticity of monitor corpora in the
act of linguistic discovery and validation.
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15.8 Comparable Corpora

There should be an effort for developing comparable corpora among those
Indian languages, which exhibit close genealogical proximities or typologi-
cal similarities (e.g., Hindi—Kashmiri—Punjabi—Urdu, Gujarati—-Marathi—Konkani,
Assamese—Bangla—Odia, Telugu—Tamil-Kannada—Malayalam, etc.). Adopting the
same process and methods of text samples collection, comparable corpora may be
developed with a collection of ‘similar’ texts in two or more language varieties with
an equal amount of data and number of samples taken from each language so that they
become maximally comparable among themselves (Landau 2001: 342). In a multi-
lingual country like India, the functional utilities of comparable corpora may eas-
ily be visualized in development of bilingual/multilingual lexicon, compiling bilin-
gual/multilingual dictionaries, developing bilingual/multilingual TermBank, produc-
ing bilingual/multilingual translational equivalents, writing of bilingual/multilingual
grammars, textbooks and reference aids, starting interlingual education and training,
and initiating cross-lingual as well as cross-cultural research and development works.

In this context, the referential value of parallel and aligned corpora (e.g., Malay-
alam-Tamil, Punjabi—-Hindi, Hindi—Urdu, Odia—Bangla, etc.) of Indian languages
is understandable. Similar to comparable corpora, these are valuable resources for
devising tools for machine-aided translation systems for the related languages. The
application utility of parallel and aligned corpora may easily be envisaged in cross-
linguistic research and development, language teaching and training, interlingual
communication and information exchange, etc.

In a similar fashion, the development of parallel and aligned corpora
between English and the Indian languages (e.g., English—Hindi, English—Bangla,
English-Telugu, English—Tamil, etc.) is required for domain-specific translation as
well as for localization of linguistic and extralinguistic information relating to agri-
culture, climate and weather, tours and travels, medical science, education and enter-
tainment, science and technology, etc., for the people of India.

15.9 National Corpus Archive

Most of the speech and text corpora developed so far in the Indian languages
are incidentally (and unfortunately) within the custody of developers or in the
closet of distributing agencies. As a result, these resources are beyond the reach
of those people who are not directly involved in corpus generation. Due to this
reason, although people from different fields of applied linguistics, linguistics, and
language technology are interested in utilizing these corpora in their works, they
hardly get any chance to use them. In spite of unlimited scope of application,
the corpora built in the ‘Technology Development in Indian Languages’ (TDIL)
project of the DeitY, Government of India in the early 1990s, had hardly been
utilized in linguistics and language technology. But we know that these corpora
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can be quite fruitfully utilized in language teaching and training, dictionary com-
pilation, disambiguation of word senses, discourse analysis, and language acqui-
sition, etc. Moreover, these can be profitably used as resources and test beds in
technology development for optical character recognition, machine-aided transla-
tion, electronic lexical resource generation, part-of-speech tagging, morphologi-
cal processing, information retrieval, text-to-speech conversion, and data mining,
etc., for Indian languages. Despite so many varied application possibilities and
potentialities, these corpora are not yet made open to one and all interested in
these corpora. The time has come to make these resources available to interested
scholars of India and abroad for the benefit of the Indian languages and peo-
ple.

This situation leads us to argue for the formation of a national archive or a data
center, in the model of the Oxford Text Archive or the Linguistic Data Consortium,
for the Indian languages. This will work for collecting all the corpora developed
so far in the Indian languages and scattered all around the country. The central
body will work for systematic documentation, preservation, annotation, distribution,
and utilization of the corpora for the Indian scholars and others for all kinds of
research and development work. The immediate mission of the central body will be
the followings:

(a) Collecting corpora already developed by Indian institutes, organizations, and
individuals,

(b) Housing these resources in its central digital archive or data center,

(c) Taking necessary initiatives for making these resources readily available to
people and agencies involved in corpus-based works in both linguistics and
language technology.

The basic activities of the proposed central body will be related to maintaining the
databases in digitised archives, producing the databases in complete or select formats
in CD-ROMs or in similar other devices, arranging for a network for distribution of
corpus databases among the organisations and scholars who want to access these for
developing language resources and systems for the benefit of people of the country.
The functional modalities of the proposed body may be visualized in the following
ways:

(1) It willinitiate a concerted effort to assemble all text and speech corpora devel-
oped so far in Indian languages and are now under the custody of individual
developers.

(2) It will bring these national resources under a single platform for proper digital
archiving, documentation, processing, as well as for distribution.

(3) It will act as a centrally approved repository of linguistic data and resources
in all the Indian languages in the form of text, speech, and lexical database.

(4) It will facilitate and provide required financial as well as technical support for
the creation of new language corpora and databases by different individuals
and organizations.

(5) It will set some benchmark standards for corpus collection and storage for the
Indian languages for various kinds of research and development works.
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(6) It will work for monitoring courses of corpus development activities if the
benchmarks defined by it are not properly followed in the creation of future
corpora in Indian languages.

(7) It will provide technical support for development and sharing of language
processing tools and techniques for corpus collection, storing, processing, and
management.

(8) It will work to facilitate development and enrichment of competent manpower
and expert human resources through regular training, workshops, seminars,
etc., in technical as well as the process-related issues.

(9) It will create and maintain websites and homepages which will be used as
primary gateways for accessing Indian language corpora (both written and
spoken), corpus processing tools, and other languages resources.

(10) It will work for designing and providing help to the industries and research
organizations in the creation of appropriate tools, techniques, systems, and
software for language and speech technology for common use.

(11) Tt will work for providing a link between the individual researchers, academic
institutions, and masses so that language corpora, as well as linguistic resources
developed from these corpora and tools, become accessible to the people of
the country.

(12) It will work for collaboration with similar institutes, universities, and research
bodies of other countries to exchange linguistic data, information and knowl-
edge through joint individual or institutional research projects, exchange of
scholars, academic sharing, etc., for the benefit of Indian languages and their
speakers.

We believe a central archive or a data center proposed here will contribute to a great
extent for the creation and enlargement of corpora in the Indian languages. We also
expect that such a collective enterprise will ensure high quality of corpora to make
them compatible with all kinds of work in general linguistics, applied linguistics, and
language technology. Besides, the proposed body should have provisions to support
to those who are interested in corpus databases for research and development works
in the Indian languages as well as for sharing their resources and tools in the interest
of the language communities of the country.

It has also been correctly observed that apart from 23 major Indian languages
there are hundreds of minor and tribal languages that deserve an equal amount of
attention from the linguists for their analysis and interpretation (Singh 2006: 67). In
fact, we urgently need to compile good corpora from these languages in digitized
version so that the resources are available to interested scholars for carrying out
descriptive analyses of the languages long due in the Indian history of linguistics.
Also, generation of corpora in minor and tribal languages will provide scopes for
initiating comparative and contrastive studies in the languages across the families
and groups with regard to their vocabulary, structure, and function. Therefore, based
on the availability of the text materials in printed and electronic forms, attention
should be properly diverted toward the creation of text and speech corpora in as
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many minor and tribal languages as possible to be in tune with the amount of data
already developed in some of the major Indian languages.

Perhaps, it is not unfair if we expect that all research organizations, universi-
ties, academic institutions, and corporate houses of India engaged in research and
development works in the Indian languages should be interested to participate in
corpus-building work. Moreover, the interested institutions, organizations, and indi-
viduals may be encouraged to participate in the project works for the accomplishment
of the mission still remain unattained for the Indian languages. Let us hope that the
idea of generating large-scale corpus databases will take a giant leap in the direc-
tion of information technology that India is striving hard to make for decades. It
is already understood that large quantum of language databases from different text
types are the basic ingredients for research and development of language technology
and mainstream linguistics.

The issues relating to collection, processing, annotation, analysis, and utilization
of language corpora will eventually compel us to involve a number of people coming
from the disciplines like sociology, statistics, computer science, mathematics, ecol-
ogy, ethnology, anthropology, psychology for proper execution of the tasks ahead.
Formalities of all kinds are needed for making corpora maximally error-free, com-
putationally compatible, and operationally optimum to be identified as benchmarks
and standards. It, therefore, becomes imperative to conclude that we urgently need
to form a central archive for creating and storing language corpora in the Indian lan-
guages as well as for sharing these resources among the people and agencies working
on the Indian languages to build products for use by the common people.

There is another important issue relevant in this context. It is related to designing
a well-formed syllabus for masters in corpus linguistics for the new generation of
Indian linguists interested to make their contribution in this new and high potential
area of linguistics. We may propose for a model syllabus, which may be used as a
rudimentary guideline for introducing corpus linguistics both at undergraduate and
postgraduate levels in Indian universities and academic institutions. Moreover, this
model syllabus may be used as a part of the syllabus of linguistics proposed and
supplied by the University Grant Commission (UGC), Government of India. The
syllabus is relevant in the context when we think for developing a new generation of
linguists who will work in this line for the benefit of the Indian languages and people.
A discipline can survive and grow only when it is able to prove its relevance in newer
social contexts and when it encourages the new generations to adopt new approaches
for the continuation of the discipline. Corpus linguistics is not an exception. It has
already established its relevance in the present context of linguistic research and
application Andor (2004). Now it needs a large number of followers to continue its
functionality in this direction.
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15.10 The Contrast

The multipurpose use of corpus in advanced countries far exceeds the amount of its
use in the Indian languages. Reasons are many. In the earlier years, the most difficult
hurdle was the lack of adequate knowledge about the methods of corpus generation,
since it was a new thing on the Indian soil. The work of corpus generation started
in India much later after careful consideration and assessment of methods used in
many advanced countries. The lack of information and the shades of doubt about
the relevance and utility of corpus in linguistics has been another hurdle against its
growth and expansion in India. As a result, in comparison with many other countries,
India still lags behind not only in corpus generation but also in corpus-based linguistic
studies and application. The time has come now for redirecting attention toward this
new method of language study to rejuvenate the Indian languages with a new lease of
life. The present situation in Indian linguistics definitely needs this life-saving elixir
for its survival and growth.

It will not be a sensible idea to work at different domains of language technology
until various types of corpora in the Indian languages are generated and processed
with due importance and vision. In a country like India, this is an urgent need because
language-based application-oriented research and technological development are the
basic requirements of the changing time to develop man—-machine communication
systems for each of the Indian language.

At present, even after 25 years of the first effort for corpus development, the total
number of the corpus in the Indian languages is very few, and most of these are
also beyond the reach of the majority of people due to some technical and legal
factors. The ignorance about the presence of these corpora and their non-availability
in electronic forms is equally responsible for blocking the path between the corpora
and their users. Therefore, it is really a difficult task to show how corpora in the
Indian languages are developed and used for research and application at different
parts of the country.

15.11 Conclusion

In this chapter, we have tried to argue for generation of corpora in the Indian languages
as well as for their storage, processing, and utilization in research, application, and
education in mainstream linguistics, applied linguistics, and language technology. In
comparison with other countries, India lags far behind not only in corpus generation
but also in corpus-based linguistic studies and application. The time has come for
redirecting our attention toward this new method of language study to rejuvenate the
discipline with a new lease of life. The present situation in Indian linguistics definitely
needs this life-saving elixir for its survival and growth. It will not be sensible to deal
with linguistics and language technology until various types of corpora in the Indian
languages are generated with due importance and vision.
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The human language is a natural, efficient, and highly economical means of
thought, expression, and communication. It becomes more effective in those sit-
uations where people are in the man-to-man communicative interfaces. Making lin-
guistic communication from one place to another through wire or wireless and inter-
acting with machines, computers, and electronic devices we need to process speech
and language data to make these maximally understandable and comprehensible
to machines. That means we need some devices that are able to contain language
data and are competent to process them with near-human perfection. In a country
like India, it is an urgent need because language-based research and technological
development is the basic need of the changing time for the purpose of developing
man—machine communication systems for each language.

Language technology is highly fruitful to break the language barriers by automat-
ically translating and transmitting information from one language to another. This
makes communication easier for people of various linguistic backgrounds. The devel-
opment of successful and user-friendly devices of language technology, however,
requires advanced knowledge from linguistics, acoustics, computer science, infor-
mation technology, communication technology, signal processing, artificial intelli-
gence, and statistics—all combined in a harmonized fusion for the goals ahead. And
this mission visualizes language corpora as the most reliable resource on which the
activities of language, linguistics, and technology can depend for definite success to
come to the service of science and humanity.
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