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Preface

This book offers a practical guide to analytics in healthcare. The book does not go 
into details of the mathematics behind analytics; instead it explains the main types 
of analytics and the basic statistical tools used for analytics and gives an illustration 
of how algorithms work by providing one example for each type of analytics. This 
allows the readers, such as students, health managers, data analysts, nurses, and 
doctors, to understand the analytics background, their types, and the kind of prob-
lems they solve and how they solve them, without going into the mathematics 
behind the scene.

Analytics in Healthcare: A Practical Introduction is divided into six chapters. 
Chapter 1 is a brief introduction to data analytics and business intelligence (BI) and 
their applications in healthcare. Chapter 2 offers a smooth overview of the analytics 
building blocks with an introduction to basic statistics. Chapter 3 is a detailed expla-
nation of descriptive, predictive, and prescriptive analytics including supervised and 
unsupervised learning and an example algorithm for each type of analytics. Chapter 
4 presents a myriad of applications of analytics in healthcare. Chapter 5 presents 
health data visualization such as graphs, infographics, and dashboards, with a mul-
titude of visual examples. Chapter 6 delves into the current future directions in 
healthcare analytics.

Toronto, ON, Canada Christo El Morr 
Toronto, ON, Canada Hossam Ali-Hassan 
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Chapter 1
Healthcare, Data Analytics, and Business 
Intelligence

Abstract This chapter introduces the healthcare environment and the need for data 
analytics and business intelligence in healthcare. It overviews the difference between 
data and information and how both play a major role in decision-making using a set 
of analytical tools that can be either descriptive and describe events that have hap-
pened in the past, diagnostic and provide a diagnosis, predictive and predict events, 
or prescriptive and prescribe a course of action.

The chapter then details the components of healthcare analytics and how they are 
used for decision-making improvement using metrics, indicators and dashboards to 
guide improvement in the quality of care and performance. Business intelligence 
technology and architecture are then explained with an overview of examples of BI 
applications in healthcare. The chapter ends with an outline of some software tools 
that can be used for BI in healthcare, a conclusion, and a list of references.

Keywords Analytics · Business Intelligence (BI) · Data · Information · Healthcare 
analytics · Metrics · Indicators · BI technology · BI applications

Objectives
By the end of this chapter, you will learn

 1. To describe analytics and their use in healthcare
 2. To enumerate the different types of analytics
 3. To appreciate BI use in healthcare
 4. To detail the BI architecture
 5. To clearly explain BI and analytics implications in healthcare
 6. To give examples of BI applications in healthcare
 7. To describe several software tools used for BI

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04506-7_1&domain=pdf
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1.1  Introduction

Today, organizations have access to large amounts of data, whether internal, such 
as patient/customer detailed profiles and history (medical or purchasing), or exter-
nal, such as demographics and population data. These data, which are rapidly gen-
erated in a very large volume and in different formats, are referred to as big data. In 
the healthcare field, professionals today have access to vast amounts of data in the 
form of staff records, electronic patient records, clinical findings, diagnoses, pre-
scription drugs, medical imaging procedures, mobile health, available resources, 
etc. Managing the data and analyzing it to properly understand it and using it to 
make well-informed decisions is a challenge for managers and healthcare profes-
sionals. Moreover, data analytics tools, also referred to as business analytics or 
intelligence tools, by large companies such as IBM and SAP and smaller compa-
nies such as Tableau and Qlik, are becoming more powerful, more affordable, and 
easier to use. A new generation of applications, sometimes referred to as end-user 
analytics or self-serve analytics, are specifically designed for nontechnical users 
such as business managers and healthcare professionals. The ability to use these 
increasingly accessible tools with abundant data requires a basic understanding of 
the core concepts of data, analytics, and interpretation of outcomes that are pre-
sented in this book.

What do we mean by analytics? Analytics is the science of analysis—to use data 
for decision-making [1]. Analytics involves the use of data, analysis, and modeling 
to arrive at a solution to a problem or to identify new opportunities. Data analytics 
can answer questions such as (1) what has happened in the past and why, referred to 
as descriptive analytics; (2) what could happen in the future and with what certainty, 
referred to as predictive analytics, and (3) what actions can be taken now to control 
events in the future, referred to as prescriptive analytics [2, 3]. In the healthcare 
field, analytics can answer questions such as, is there a cancer present in this X-ray 
image? Or how many nurses do we need during the upcoming holiday season given 
the patient admission pattern we had last year and the number of patients with flu 
that we admitted last month? Or how can we optimize the emergency department 
processes to reduce wait times?

Data analytics have traditionally fallen under the umbrella of a larger concept, 
called business intelligence, or BI. BI is a conceptual framework for decision sup-
port that combines a system architecture, databases and data warehouses, analytical 
tools, and applications [1]. BI is a mature concept that applies to many fields, includ-
ing healthcare, despite the presence of the word “business.” While remaining a very 
common term, BI is slowly being replaced by the term analytics, sometimes refer-
ring to the same thing. The commonality and differences between BI and analytics 
will be clarified later in this chapter.

1 Healthcare, Data Analytics, and Business Intelligence
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1.2  Data and Information

Data are the raw material used to build information; data is simply a collection of 
facts. Once data are processed, organized, analyzed, and presented in a way that assists 
in understanding reality and ultimately making a decision, it is called information. 
Information is ultimately used to make a decision and take a course of action (Fig. 1.1).

1.3  Decision-Making in Healthcare

From an analytics perspective, one can look at healthcare as a domain for decision- 
making. A nurse or a doctor collects data about a patient (e.g., temperature, blood 
pressure), reviews an echocardiogram (ECG) screen, and then assesses the situation 
(i.e., processes the data) and makes a decision on the next step to move the patient 
forward towards healing. A director of a medical unit in a hospital collects data 
about the number of inpatients, the number of beds available, the previous year’s 
occupancy in the unit, and the expected flu trends for the season to predict the staff-
ing needs for the Christmas season and make certain decisions about staffing (e.g., 
vacations, hiring). A radiologist accesses a digital image (e.g., X-ray, ultrasound, 
computed tomography (CT), magnetic resonance imaging (MRI)), uses the digital 
image processing tools available on her/his diagnostic workstation to make a diag-
nosis and reports the presence or absence of a disease. A committee might access 
admission data, operating room (OR) data, intensive care unit (ICU) data, financial 
data, or human resource data and use software to prescribe a reorganization of 
schedules to optimize ED [4, 5], OR [6, 7], and ICU scheduling [8–10].

These are different types of decision-making tasks that require different kinds of 
analytics that we will explore in detail in Chap. 2. As mentioned above, some of 
these analytics tools explained above are descriptive of a situation presenting output 
such as charts and numbers to decision makers, such as the case of the ECG output 
and the temperature presented to the nurse/doctor. Some other analytics are diag-
nostic; they present the decision maker with the information necessary to make a 
diagnosis, such as the case of the software tools used by the radiologist. Some are 
predictive and assist in making a prediction about the future, such as the case of a 
software tool used by the director of the medical unit. Finally, other analytics are 
prescriptive and assist in prescribing a course of action to attain a goal, such as the 
example of the ED, OR, and ICU scheduling optimization.

Data Analysis Information Decision Action

Fig. 1.1 Data to action value chain

1.3  Decision-Making in Healthcare
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1.4  Components of Healthcare Analytics

Data analytics are the systematic access, organization, transformation, extraction, 
interpretation, and visualization of data using computational power to assist in 
decision- making. The data are not necessarily voluminous (i.e., big data); there are 
specific methods for analyzing big data called big data analytics, which are briefly 
covered in the last chapter of this book.

Trevor Strome’s five basic layers of analytics [11] include the following (Fig. 1.2).

 1. Business context
 2. Data
 3. Analytics
 4. Quality and performance management
 5. Presentation

On the basis of this stack is the business context in which people must define 
their objectives (including strategic objectives) and measurable goals. In patient- 
centered care, the voice of the patient is paramount. Once the business context is set 
and clear, the data context must be defined including the source and quality of the 
data, its integration, the data management processes, and the infrastructure present 
or needed to store and manage the data.

The type of analytics is then defined including the tools (e.g., software), the tech-
niques (i.e., algorithms), the stakeholders, the team involved, the data requirements 
for analysis, the management, and the deployment strategies. The next level consists 
of defining methods to measure performance and quality, including the processes 
involved, measurement indicators, achievable targets, and strategies for evaluation 
and improvement. Finally, the analytics findings are presented in an easy-to-use 

Presentation
Visualization Dashboards Reports
Alerts Mobile Geospatial
Quality and Performance Management
Processes Indicators Targets
Improvement strategy Evaluation strategy
Analytics
Tools Techniques Team
Stakeholders Requirements
Deployment Management
Data
Quality Management Integration
Infrastructure Storage
Business Context
Objectives Goals Patient Voice

Fig. 1.2 Components of healthcare analytics (adapted from Strome [11])

1 Healthcare, Data Analytics, and Business Intelligence
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manner to stakeholders/users; hence, visualization options should be explored, 
including simple reports, graphics-rich dashboards, alerts, geospatial representa-
tions, and mobile responsiveness.

1.5  Measurement, Metrics, and Indicators

The amount of data available in hospitals and healthcare organizations is immense. 
To improve quality and performance, healthcare managers need to make sense of 
the data available. The objectives are laid out into measurable goals.

For this purpose, managers must set metrics [12–16] and indicators [17–19]. 
Metrics are quantitative measurements to measure an aspect of quality or perfor-
mance in healthcare [11] on a specific scale; on a personal level, blood pressure is a 
metric that can be used by an individual to measure some aspects of cardiovascular 
performance/quality. On a system level, hospitals may build many types of metrics 
to measure their performance and quality of care, for example, the hospital readmis-
sion rate within 30 days of discharge, the emergency department wait time, bed 
occupancy, the length of stay in the hospital, and the number of adverse drug events. 
An indicator allows managers to detect the state of the current performance and how 
far it is from a set target.

However, metrics alone are not sufficient; we need to tie a metric to a target goal 
to determine whether a certain desirable goal has been attained. Metrics that are tied 
to a certain target (e.g., a certain number target or a range) are called indicators; 
indicators are markers for progress or achievement [20]. Hence, the quality of care 
and performance of a hospital can be measured by an indicator such as a readmis-
sion rate target lower than 7%. If this is justifiable, then any readmission rate above 
7% is an indicator of poor quality of care.

Indicators can be consolidated on a screen using different kinds of visualization 
tools such as figures, charts, colors, or numbers. These indicators displayed in a 
simple to use and easy to understand way is called a dashboard; dashboards display 
a snapshot of the “health” of an organization (e.g., a hospital). A gradual color 
scheme is then used to convey the different states of an indicator; for example, a red 
color usually indicates an “unhealthy” situation (readmission rates considerably 
above the target), an orange color indicates a situation above the target but not 
alarming, and a green color indicates situation within the target [21–23]. Examples 
of dashboards can be seen in Figs. 1.3, 1.4, 1.5, and 1.6.

1.6  BI Technology and Architecture

Laura Madsen defines BI as “the integration of data from disparate source systems 
to optimize business usage and understanding through a user-friendly interface.” 
[25]. BI is an umbrella term that combines architectures, tools, methodologies, 

1.6  BI Technology and Architecture
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Fig. 1.3 KPI dashboard (Source: datapine.com [24])

Fig. 1.4 Hospital dashboard (Source: datapine.com [24])

1 Healthcare, Data Analytics, and Business Intelligence

http://datapine.com
http://datapine.com


7

databases and data warehouses, analytical tools, and applications. The major objec-
tive of BI is to enable interactive access to data (and models), to enable manipula-
tion of data and to provide managers, analysts, and professionals with the ability to 
conduct the appropriate analysis for their needs. BI analyzes historical and current 
data and transforms it into information and valuable insights (and knowledge), 
which lead to more informed and better decisions [3]. BI has been very valuable in 
applications such as customer segmentation in marketing, fraud detection in finance, 
demand forecasting in manufacturing, and risk factor identification and disease pre-
vention and control in healthcare.

The architecture of BI has four major components: a data warehouse, business 
analytics, business performance management (BPM), and a user interface. A data 
warehouse is a type of database that holds source data such as the medical records 
of patients. It is the cornerstone of medium-to-large BI systems. The data which can 
be either current or historical are of interest to decision makers and are summarized 
and structured in a form suitable for analytical activities such as data mining and 
querying. The second key component is data analytics, which are collections of 
tools, techniques, and processes for manipulating, mining, and analyzing data stored 
in the data warehouses. The third key component is business performance manage-
ment (BPM), which encompasses the tools (business processes, methodologies, 
metrics, and technologies) used for monitoring, measuring, analyzing, and manag-
ing business performance. Finally, BI architecture includes a user interface that 

Fig. 1.5 Patient satisfaction dashboard (Source: datapine.com [24])

1.6  BI Technology and Architecture

http://datapine.com
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Fig. 1.6 Hospital performance dashboard (Source: datapine.com [24])

BI
Architecture

Data 
Warehouse

Business 
Analytics

BPM

User 
Interface

Fig. 1.7 Business 
intelligence architecture’s 
four key components

1 Healthcare, Data Analytics, and Business Intelligence
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allows bidirectional communication between the system and its user in the form of 
dashboards, reports, charts, or online forms. It provides a comprehensive graphical 
view of corporate performance measures, trends, and exceptions [1]. In this book, 
we will further explore the concepts of data warehouses (Chap. 2), analytics (Chaps. 
3 and 4), and user interfaces (Chap. 5) (Fig. 1.7).

1.7  BI Applications in Healthcare

Health organizations need to take actions to be able to measure, monitor, and report 
on the quality, effectiveness, and value of care. Madsen states that healthcare BI can 
be defined as “the integration of data from clinical systems, financial systems, and 
other disparate data sources into a data warehouse that requires a set of validated 
data to address the concepts of clinical quality, effectiveness of care, and value for 
business usage” [26]. Data quality, leadership, technology and architecture, and 
value and culture represent the five facets of healthcare BI (Fig. 1.8).

Examples of BI in healthcare include clinical and business intelligence systems, 
such as the one implemented at the Broward Regional Health Planning Council in 
Florida [27], which was built on a regional level to enable healthcare service deci-
sion makers, healthcare service planners, and hospitals to access live data generated 
by many data sources in Florida, including medical facilities utilization data, 
diagnosis- related group data (DRGs), and health indicator data. The components of 
such a BI system include extraction, transformation and loading (ETL), a data ware-
house, and analytical tools (Fig. 1.9).

Data Quality

Leadership

Technology

Value

Change 
Management

Fig. 1.8 The five facets of 
healthcare BI (adapted 
from Laura Madsen’s 5 
tenets of healthcare BI 
[26])

1.7  BI Applications in Healthcare



10

Within radiology, BI can be used to improve quality, safety, efficiency, and cost- 
effectiveness as well as patient outcomes. The radiology department uses a number 
of BI metrics [28]; some metrics, such as turnaround time, imaging modality utili-
zation, departmental patient throughput, and wait times, are related to “efficiency”; 
others relate to quality and safety, such as radiation dose monitoring and reduction 
and the detection of discrepancies between radiology coding and study reporting 
[28]. Other BI systems have been proposed to monitor performance by monitoring 
indicators such as 30-day readmission rates and identifying conditions that most 
influence readmissions, patients’ satisfaction or even monitoring in real-time the 
medication purchasing and utilization for budgetary/cost purposes [29].

1.8  BI and Analytics Software Providers

The BI and analytics applications landscape is covered by a large number of soft-
ware vendors. Some of the application providers are software giants such as 
Microsoft, IBM, SAP, and Oracle, others are large contributors in the field of statis-
tics such as SAS, and some are smaller and specialized providers such as Tableau 
and Qlik. Every year, Gartner, a consultancy firm, publishes its Magic Quadrant for 
Analytics and Business Intelligence Platforms (https://www.gartner.com/
doc/3861464/magic-quadrant-analytics-business-intelligence). Each year, Gartner 
places the 20 top vendors in the quadrant based on the completeness of their vision 
and ability to execute (Fig. 1.10). The companies that score high on both dimensions 

Fig. 1.9 A high-level dashboard of the Broward Regional Health Planning Council business intel-
ligence system (Source: AlHazme et al. [27])

1 Healthcare, Data Analytics, and Business Intelligence
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are labeled as Leaders, and those who score lower are labeled Niche Players. 
Visionaries are those who score high on completeness but low on the ability to 
execute while the last quadrant is for Challengers.

In the February 2018 report, three companies led the pack for the third year in a 
row: Microsoft, Tableau, and Qlik. The next group of vendors that have remained in 
the quadrant in the past 3 years, moving between Leaders and Visionaries, are SAS, 
SAP, IBM, and Tibco [31]. The companies listed above are general solution provid-
ers for many industries, including healthcare. A recent list of top healthcare business 
intelligence companies by hospital users was led by Epic Systems, MEDHOST, and 
Siemens but also included SAS and Qlik [32]. In the Software Toolbox sections of 
this book, we will focus on providers that are either leaders in the field of analytics 
or specialize in healthcare analytics.

To obtain a sense of what analytics is and what outcomes it can generate, we 
suggest you test the different demonstrations provided by Qlik at https://demos.qlik.
com/. You can select either of their two products, Qlik Sense or QlikView. The for-
mer is focused on the user interface and dashboards, while the latter focuses on 
analytics. In both cases, you can select the healthcare industry to experience appli-
cations such as visualizing operating room management, efficiency and utilization, 
or analysis of hospital readmissions.

Fig. 1.10 Magic quadrant for analytics and BI platforms (adapted from Gartner Magic quadrant 
[30])

1.8  BI and Analytics Software Providers

https://demos.qlik.com
https://demos.qlik.com
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1.9  Conclusion

Paired with abundant data, advanced technology, and easier use, business intelli-
gence (BI) and analytics have recently gained great popularity due to their ability to 
enhance performance in any industry or field. Analytics, considered by many as part 
of BI, extracts, manipulates and analyzes data, transforming it into information that 
helps professionals make well-informed decisions. It supports taking action and 
generating knowledge. In the healthcare field, analytics plays a major role in areas 
such as diagnosis, admissions, and prevention. In this chapter, we explored the basic 
facets of BI with its key components, such as data warehouses and analytical capa-
bilities. Analytics with its four categories, descriptive, diagnostic, predictive, and 
prescriptive analytics, will be explored in more detail in the next chapter.
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Chapter 2
Analytics Building Blocks

Abstract This chapter provides an overview of the analytics landscape, including 
descriptive, diagnostic, predictive, and prescriptive analytics, which are explained 
in detail with clear examples. A data analytics model that enumerates the steps 
undertaken during analytics as well as an information management and computing 
strategy is described.

Keywords Descriptive analytics · Diagnostic analytics · Predictive analytics · 
Prescriptive analytics · Inferential statistics · Null hypothesis · Correlation · 
Chi-square · t-test · One-way analysis of variance (ANOVA)

Objectives
At the end of this chapter, you will be able to:

 1. Compare descriptive, diagnostic, predictive, and prescriptive analytics
 2. Describe different statistical tests and their use
 3. Appreciate information management and computing strategies

2.1  Introduction

Business intelligence was defined in 1989 as the “the concepts and methods to 
improve business decision-making by using fact-based support systems” [1]. In the 
1990s, new software tools were created to extract, transfer, and load (ETL) large 
amounts of data in a computer in preparation for analysis. One of the main software 
tools for BI in that era was Cristal Reports™, currently owned by SAP and marketed 
for small businesses; it tends to answer questions such as “what happened in a past 
period of time?,” “When?,” “Who was involved?,” “how many?,” and “In what 
frequency?” As explained in Chap. 1, BI uses a set of metrics to measure past 
performance and report a set of indicators that can guide decision-making; it 
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involves a set of methods such as querying structured data sets and reporting the 
findings (metrics and key performance indicators), using dashboards, automated 
monitoring of critical situations (usually involving some threshold). BI is essentially 
reactive and performed with much human involvement.

Advanced analytics, alternately, are more proactive and performed automatically 
by a set of algorithms (e.g., data mining and machine learning algorithms). Analytics 
access structured (e.g., height, weight, and blood pressure) and unstructured data 
(e.g., free text); they describe “What happened in the past” (Descriptive Analytics), 
make a diagnosis regarding “Why did it happen?” (Diagnostic Analytics), predict 
“What will [most likely] happen in the future?” (Predictive Analytics), or even 
prescribe “What actions should we take to have certain outcomes in the future?” 
(Prescriptive Analytics). Analytics analyze trends, recognize patterns and possibly 
prescribe actions for better outcomes, and they use a multitude of methods, such as 
predictive modeling, data mining, text mining, statistics analysis, simulation, and 
optimization, which will be covered in the next chapter (Fig. 2.1).

2.2  The Analytics Landscape

2.2.1  Types of Analytics (Descriptive, Diagnostic, Predictive, 
Prescriptive)

Analytics are of four types: descriptive, diagnostic, predictive, and prescriptive 
(Fig. 2.2).

2.2.1.1  Descriptive Analytics

Descriptive analytics is another term that is exchangeable with BI, and it queries 
past or current data and reports on what happened (or is happening). Descriptive 
analytics displays indicators of past performance to assist in understanding successes 
and failures and provide evidence for decision-making; for instance, decisions 
related to delivery of quality care and optimization of performance need to be based 
on evidence.

Data 
Analytics

Business 
Intelligence

Quesries & 
Reports Dashboards Monitoring OLAP

Advanced 
Analytics

Descriptive 
Analytics

Diagnostic 
Analytics

Predictive 
Analytics

Prescriptive 
Analytics

Fig. 2.1 Data analytics types
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Evidence-based decision-making is of paramount important on the individual 
health level [3–6], as well as on the managerial and organizational levels [7–10]. 
Using descriptive analytics, such as reports and data visualization tools (e.g., 
dashboards), end users can look retrospectively into past events; draw insight across 
different units, departments and, ultimately, the entire organization; and collect 
evidence that is useful for an informed decision-making process and evidence-based 
actions. At the initial stages of analysis, descriptive analytics provide an 
understanding of patterns in data to find answers to the “What happened” questions, 
for example, “Who are our patients with recurrent readmission?” and “What are our 
congestive heart failure patients’ ED visits’ patterns?” [11]. Descriptive statistics, 
such as measures of central tendency (mean, median, and mode) and measures of 
dispersion (minimum, maximum, range, quartiles, and standard deviations), as well 
as distribution of variables (e.g., histograms), are used in descriptive analytics.

2.2.1.2  Diagnostic Analytics

Descriptive analytics give us insight into the past but do not answer the question 
“Why did it happen?” Diagnostic analytics aim to answer that type of question. 
They focus on enhancing processes by identifying why something happened and 
what the relationships between the event and other variables that could constitute its 
causes are [12]. They involve trend analysis, root cause analysis [13], cause and 
effect analysis [14, 15], and cluster analysis [16]. They are exploratory in nature and 
provide users with interactive data visualization tools [17]. An organization can 
monitor its performance indicators through diagnostic analysis.

Fig. 2.2 Types of analytics, the value they provide, and their level of difficulty (adapted from Rose 
Business Technologies [2])

2.2  The Analytics Landscape
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2.2.1.3  Predictive Analytics

A predictive analysis uses past data to create a model that answers the question 
“What will happen”; it analyzes trends in historical data and identifies what is likely 
to happen in future. Using predictive analytics, users can prepare plans and 
implement corrective actions in a proactive manner in advance of the occurrence of 
an event [17]. Some of the techniques used are what-if analysis, predictive modeling 
[18–20], machine learning algorithms [21–23], and neural network algorithms 
[24, 25]. Predictive analytics can be used for forecasting and resource planning.

2.2.1.4  Prescriptive Analytics

While predictive analytics estimate what may happen in the future, prescriptive ana-
lytics take a step further by prescribing a certain action plan to address the problems 
revealed by diagnostic analytics and increase the likelihood of the occurrence of a 
desired outcome (that may not have been forecasted by predictive analytics) [17, 
26–28]. Prescriptive analytics encompass simulating, evaluating several what-if 
scenarios, and advising how to maximize the likelihood of the occurrence of desired 
outcomes. Some of the techniques used in prescriptive analytics are graph analysis, 
simulation [29–31], stochastic optimization [32–34], and non-linear programming 
[35–37]. Prescriptive analytics are beneficial for advising a course of action to reach 
a desirable goal. Figure 2.3 provides a snapshot of the evolution of Analytics ques-
tions, focus and tools.

2.2.2  Statistics

The basic analytics tools are descriptive statistics, and they are used in BI or descrip-
tive analytics. Readmission rates, the average age of a patient group, and the distri-
bution of patients across Charlson Comorbidity Index values are examples of 
descriptive statistics.

Other advanced statistical tools are used to infer why an event is happening, and 
these are called inferential statistics; inferential statistics allow us to draw inferences 
(i.e., implications) from measurements; they explore relationships between 
variables, test hypotheses, uncover patterns in data and build predictive models.

In the following, we will overview some common descriptive and inferential 
statistical tests and their uses. However, we first need to differentiate between the 
different types of data because data types determine the types of tests we need to 
use. There are three main types of data: nominal, ordinal, and continuous [39]. 
Nominal data does not have an established order or rank and has a finite number of 
values, such as gender and race. Ordinal data has a limited number of options with 
an implied order, such as number of children. Nominal and ordinal are referred to as 
discrete data. Continuous data has an infinite number of evenly spaced values, such 
as blood pressure or height. When collecting any of the three types of data, values 
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can be grouped into intervals; for example, education level can be categorized into 
primary school, high school, undergraduate degree, and graduate degree; income 
might be grouped into categories, such as less than $50,000, [50,000–69,999], 
[70,000–79,999], and so on, or into low income, medium income, and high income 
categories. Such data are often referred to as categorical data [39].

2.2.2.1  Central Tendency and Dispersion

Central tendency refers to the tendency of scores in a distribution to be concentrated 
near the middle of the distribution [40]. The most common measures of central ten-
dency for continuous variables are the mean, median, and mode, where each repre-
sents a type of average. The most familiar is the arithmetic average, or mean, also 
known simply as the average. The mean of a set of numbers is the sum of all values 
that is then divided by the number of observations [41]. Common means in our daily 
life are the average maximum temperatures in a certain month or the average grade of 
the students in a course. The mean is particularly useful for summarizing interval or 
ratio data [40]. The median, which is often confused with the mean, is the value that 
divides the data such that half of the data points or observations are lower than it and 
half are higher [41]. A median of 78/100  in an exam means that half the students 
received a grade below 78 and half received a grade above 78. The median is most 
useful for summarizing rank order or ordinal scale data but can also be used with 
interval or ratio scale data [40]. The easiest measure of central tendency to determine 
is the mode, which is the most common value in a data set [41]. If the mode for an 
exam is 76/100, it means that the most common grade is 76. Mode is used when we 
want the quickest estimate of central tendency, when we want to know the largest 
score obtained by the largest number of subjects, or when we have nominal or cate-
gorical data. Median is best used when we have a fairly small distribution with few 
extreme scores, when the distribution is badly skewed, or when we have missing 
scores. Finally, the mean is the most useful measure of the three because many statisti-
cal tests are based on it and it is more reliable and more stable [40].

Other important statistical measures are measures of variation, such as variance 
and standard deviation. Deviation represents the distance between each data point, 
such as patients’ blood pressure, and the mean of all observations/measurements. 
Variance is calculated as the average of the squared deviations of a data set and then 
summing all the results

 
Variance mean observation .= −( )

=
∑
i

n

i
1

2

 

The standard deviation is the square root of the variance [41]. Standard deviation 
can be used to compare the variability in distribution of different data sets and to 
make a statement about the variability within a data set. For example, a smaller stan-
dard deviation means that data values are clustered close to the mean, while a higher 
standard deviation means that the data points are spread across a larger range [41].
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2.2.2.2  Data Distribution

A data distribution is a representation of the spread of the continuous data across a 
range of values and can be represented by frequency distribution tables, column 
charts, and histograms. Distribution charts can inform us of the level of symmetry 
or skewness of the data, telling us whether there are roughly as many data points 
above the mean as there are below it (in the case of symmetry) or whether more 
observations are above the mean (positive skewness) or below it (negative skewness) 
[41]. A distribution provides context and helps you better understand your data, 
such as knowing if a patient’s blood pressure is among the highest 5% of all patients.

A special case of data distribution is called the normal distribution, also known 
as the bell curve, which is symmetrical and where the mean, median, and mode are 
identical; approximately 68% of all the data values lie within one plus or minus 
standard deviation from the mean, 95% lie within plus or minus two standard 
deviations from the mean, and nearly all data values lie within plus or minus three 
standard deviations from the mean [41].

2.2.2.3  Hypothesis Testing, Alpha Levels, Type-I and Type-II Errors

Statistics are often used to test theories or predictions, such as that smoking is asso-
ciated with lung cancer. In general, this is done by inference testing, which is draw-
ing conclusions about a population of interest based on findings from a sample 
obtained from that population. The specific claim or statement we wish to test, such 
as “there is a link between smoking and lung cancer,” is called a research hypothesis. 
The first variable, smoking, is called the independent variable, and the second 
variable, lung cancer status, is called the dependent variable (since we are 
hypothesizing that its values depend on smoking). The claim that there is no link 
between smoking and lung cancer is called the null hypothesis and is denoted as 
H0. The alternative hypothesis or research hypothesis is denoted by H1. When testing 
the hypothesis (also referred to as statistical inference or significance testing [39]), 
we assume that the null hypothesis is true, and we try to refute it. If the null 
hypothesis is rejected after statistical analysis (for example using a t-test or 
correlation covered later in this chapter), then we can draw a conclusion that the 
association between lung cancer and smoking is significant.

When we statistically test a hypothesis, we can accept a certain level of signifi-
cance known as α (alpha). When we say that a finding is “statistically significant,” 
it means that the finding is unlikely to have occurred by chance and that the level of 
significance is the maximum chance that we are willing to accept [41]. A very com-
mon threshold for the level of significance, or α, is 0.05 or 5%, with 0.01 or 1% 
considered marginally significant [41].

Two types of errors may result from hypothesis testing: Type-I and Type-II 
errors. Type-I error occurs when we reject the null hypothesis (for example, we 
conclude that there is a significant association between two variables or that there 
was a significant difference between the measurements of two or more different 
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group of patients) when in fact the null hypothesis is true (there is no significant 
association or difference between the variables). Type-II error occurs when we do 
not reject the null hypothesis when in fact it is false.

If a type-I error is costly, meaning your belief that your theory is correct when it 
is not could be problematic, then you should choose a low value for α to avoid that 
error [41].

For example, that the blood pressures of a group that took a new drug are signifi-
cantly lower than those of a group who took placebo would be considered “costly” 
(risky for patients), and a low α should be adopted. A common value used for α in 
this case is 0.01 or 1%. If a type-II error is costly, then you should choose a higher 
value for α to avoid that error, such as 0.1 or 10%.

2.2.2.4  Statistical Significance and P Values

To assess the level of significance of our statistical test (t-test, chi-square, correla-
tion, etc.), we depend on an outcome called the p-value. A p-value is generated by 
default with different statistical tests. We form a decision rule for our hypothesis 
testing depending on the p-value; if the p-value is less than our selected level of 
significance α, then we cannot accept (i.e., we reject) the null hypothesis [41], and 
we must conclude that our alternative hypothesis is true. The lower the p-value is, 
the greater the significance of our finding is [41]. The steps followed during hypoth-
esis testing are summarized in Fig. 2.4.

We describe next some of the basic statistical tests for association and difference. 
Tests of regression will be introduced in Chap. 3.

Formulate the hypothesis based on a research 
question or theory

Compute the test statistic (e.g. t-test, chi-square, 
correlation…) and p-value

Formulate the decision rule (e.g. reject the null 
hypothesis if p-value < α )

Apply the decision rule (compare p-value  to α)

Draw and interpret your conclusion (Decide to 
reject or not the null hypothesis and answer the 
original research question)

Fig. 2.4 Steps in hypothesis testing (adapted from Nevo [41])
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2.2.2.5  Tests of Association

Correlation

Pearson correlation is a test used when both independent and dependent variables 
have continuous values. In its simplest terms, a linear correlation represents a degree 
to which a straight line describes the relationship between two variables, such as 
height and weight. A degree or coefficient of correlation ® ranges from +1 (strong 
positive correlation or relationship between the two variables) to −1 (strong negative 
correlation). Values close to zero indicate a weak relationship between the two 
variables [40, 41]. To test r for significance, we propose a null hypothesis, or the 
assumption that in the population from which our sample was drawn, the two 
variables, for example, blood pressure and heart disease, are not related [40]. A 
correlation test using a statistical package, such as MS Excel, SPSS, or SAS, would 
generate a p-value. If the generated p-value is less than our selected α, for example, 
0.05, then we reject the null hypothesis and conclude that there is an association 
between blood pressure and heart disease (with a 5% level of significance or risk of 
type-I error). Figure 2.5 shows an example of correlation test between the age of the 
patient at admission and the total length of stay at the hospital. 

Chi-Square Test of Association

Chi-square is a test used when both independent and dependent variable have cate-
gorical values. Chi-square is used to evaluate if there are significant associations 
between a given exposure (independent variable) and outcome (dependent variable). 
Commonly, a 2 × 2 table is used to present categorical data where, for example, a 
column represents exposure or not to a chemical (yes/no) and a row represents a 
disease or health outcome (yes/no). Each cell represents a count for each category, 

Correlations

Age (at the
day of

admission)

Pearson CorrelationAge (at the day of
admission)

Sig. (2-tailed)

N

1

1

25389 25389

.102**

.102**

.000

.000

25389 25389

Pearson Correlation

Sig. (2-tailed)

N

Length of Stay
Total (Length
of Stay Acute
+ Length of
Stay ALC)

Length of Stay Total
(Length of Stay Acute +
Length of Stay ALC)

Fig. 2.5 Correlation analysis. “Sig. (2-tailed)” represents the p-value, and it is equal to 0.005; the 
correlation between the jumped distance and the person’s height is highly significant
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and the null hypothesis, for example, can be that that there is no association between 
a social worker visit and a greater satisfaction with care. We select an α of 5%, for 
example, and test the data. If the generated p-value is less than the selected α of 
0.05, then we reject the null hypothesis and conclude that there is an association 
between a social worker visit and a greater satisfaction with care (with a 5% level of 
significance or risk of type-I error) [40] (Fig. 2.6).

2.2.2.6  Test of Difference

Student’s t-Test

Student’s t-test is most commonly used to test the difference between the means of 
the dependent variable (i.e., outcome variable) of two groups, for example, to evalu-
ate if a new anti-hypertensive drug reduces mean systolic blood pressure [39]. 

Fig. 2.6 Chi-square contingency table
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Student’s t-test is used when one of the variables of interest is continuous (systolic 
blood pressure) and the other is dichotomous, i.e., nominal with only two values 
(taking the drug or not). If the new drug is administered to group A of individuals 
while group B receives a placebo, the null hypothesis would be that there is no 
difference in the mean systolic blood pressures of the experimental group A and the 
placebo group B.  We select an α of 5%, for example, and test the data, which 
consists of the systolic blood pressures of the individuals. If the p-value is less than 
the selected α of 0.05, then we reject the null hypothesis and conclude that there is 
a difference in the mean between the two groups and that the new drug was effective 
(with a 5% level of significance or risk of type-I error). This example is known as an 
independent samples t-test because the two samples are not related. If we test, 
however, an outcome or dependent variable for the same sample at two different 
times, or if we match pairs of unrelated individuals (for example, having closely 
matched behavioral or physiological characteristics that are relevant to the outcome 
variable), then we call it a dependent or paired-samples t-test [40] (Fig. 2.7).

One-Way Analysis of Variance (ANOVA)

Analysis of Variance, or ANOVA, is similar to the t-test but is used when we want 
to compare more than two groups at a time. ANOVA is used when one of the 
variables of interest is continuous and the other is nominal with more than two 
values, such as three groups A, B, and C. One-way ANOVA examines the effect of 
one independent variable with comparison to three or more groups, called between- 
subjects ANOVA, or the same group of subjects at different points of time, called 
repeated measures ANOVA. For example, to test the effect of a new anti-depression 
drug, the depression levels of a group of patients are measured before and at several 
points during the treatment [40] (Fig. 2.8).

2.2.3  Information Processing and Communication

Data processing needs computational power; the needed computer speed depends 
on the type of analytics used, and it can range from a simple personal computer (PC) 
using a desktop application, such as SPSS, SAS, or R, to a workstation issuing 
complex queries to data warehouses, running neural network algorithms, and using 
data mining tools. Prescriptive analytics might need high performance computing 
with faster Central Processing Units (CPU), more Random-Access Memory (RAM) 
and larger and faster storage devices (e.g., hard drives), virtualization capacity (i.e., 
the ability to allocate large computing capacity to run highly demanding algorithms 
in terms of computing powers), and the ability to allocate additional capacity 
on-demand (grid computing and cloud computing) [42]. Networks are used to 
access data from remote servers holding the data and to communicate results and 
visualize them to users and stakeholders.

2.2  The Analytics Landscape
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2.3  Conclusion

Analytics assist us in making decisions by either describing what happened in the 
past, predicting what might happen in the future, or even prescribing what course of 
actions ought to be taken to reach a certain goal. This chapter has provided a 
description of the basic building blocks of the analytics landscape focusing on two 
key pillars, data and statistics. Databases, data warehouses, and data marts constitute 
different ways to store and integrate data from many sources, which in turn can be 
processed, as well as be used for statistical analysis. In this chapter, Descriptive, 
diagnostic, predictive, and prescriptive analytics were introduced with examples, 
followed by a data analytics model that enumerates the steps undertaken to execute 
an analytics project. Because knowledge of basic statistical concepts is necessary 
for understanding and appreciating the complexity of data analytics, key concepts, 
such as statistical tests and hypothesis verification, were covered. The following 
chapter will build upon the material covered thus far and cover descriptive, predic-
tive, and prescriptive analytics in more detail and depth.

Fig. 2.8 ANOVA test between three groups of patients, one that was administered a placebo, one 
a homeopathic drug, and one a pharmaceutical drug. The figure shows that the only group that 
showed significant improvement in the measurement was the one that had pharmaceutical drugs 
administered

2.3  Conclusion



28

References

 1. K.  D. Lawrence and R.  Klimberg, Contemporary Perspectives in Data Mining, Volume 1. 
Information Age Publishing, 2013.

 2. Rose Business Technologies. (2013, April 26). Descriptive Diagnostic Predictive Prescriptive Analytics 
Available: http://www.rosebt.com/blog/descriptive-diagnostic-predictive-prescriptive-analytics

 3. T. Harder et al., “Evidence-based decision-making in infectious diseases epidemiology, pre-
vention and control: matching research questions to study designs and quality appraisal tools,” 
(in eng), BMC Med Res Methodol, vol. 14, p. 69, May 21 2014.

 4. A. K. Ikeda, P. Hong, S. L. Ishman, S. A. Joe, G. W. Randolph, and J. J. Shin, “Evidence- 
Based Medicine in Otolaryngology Part 7: Introduction to Shared Decision Making,” (in eng), 
Otolaryngol Head Neck Surg, vol. 158, no. 4, pp. 586–593, Apr 2018.

 5. A. K. Ikeda, P. Hong, S. L. Ishman, S. A. Joe, G. W. Randolph, and J. J. Shin, “Evidence- 
Based Medicine in Otolaryngology, Part 8: Shared Decision Making-Impact, Incentives, and 
Instruments,” (in eng), Otolaryngol Head Neck Surg, p. 194599818763600, Mar 1 2018.

 6. J. A. Spertus, “Understanding How Patients Fare: Insights Into the Health Status Patterns of 
Patients With Coronary Disease and the Future of Evidence-Based Shared Medical Decision- 
Making,” (in eng), Circ Cardiovasc Qual Outcomes, vol. 11, no. 3, p. e004555, Mar 2018.

 7. B. M. Niedzwiedzka, “Barriers to evidence-based decision making among Polish healthcare 
managers,” (in eng), Health Serv Manage Res, vol. 16, no. 2, pp. 106–15, May 2003.

 8. V. Lapaige, “Evidence-based decision-making within the context of globalization: A “Why- 
What- How” for leaders and managers of health care organizations,” (in eng), Risk Manag 
Healthc Policy, vol. 2, pp. 35–46, 2009.

 9. E. J. Forrestal, “Foundation of evidence-based decision making for health care managers, part 1: sys-
tematic review,” (in eng), Health Care Manag (Frederick), vol. 33, no. 2, pp. 97–109, Apr-Jun 2014.

 10. E. J. Forrestal, “Foundation of evidence-based decision making for health care managers-part 
II: meta-analysis and applying the evidence,” (in eng), Health Care Manag (Frederick), vol. 
33, no. 3, pp. 230–44, Jul-Sep 2014.

 11. H. Geng, Internet of Things and Data Analytics Handbook. Wiley, 2017.
 12. S.  Maloney, “Making Sense of Analytics,” presented at the eHealth2018, Toronto ON, 

Available: http://www.healthcareimc.com/main/making-sense-of-analytics/
 13. R. S. Uberoi, U. Gupta, and A. Sibal, “Root Cause Analysis in Healthcare,” Apollo Medicine, 

vol. 1, no. 1, pp. 60–63, 2004/09/01/ 2004.
 14. W. E. Fassett, “Key performance outcomes of patient safety curricula: root cause analysis, fail-

ure mode and effects analysis, and structured communications skills," (in eng), Am J Pharm 
Educ, vol. 75, no. 8, p. 164, Oct 10 2011.

 15. R.  Ursprung and J.  Gray, “Random safety auditing, root cause analysis, failure mode and 
effects analysis,” (in eng), Clin Perinatol, vol. 37, no. 1, pp. 141–65, Mar 2010.

 16. M. Liao, Y. Li, F. Kianifard, E. Obi, and S. Arcona, “Cluster analysis and its application to 
healthcare claims data: a study of end-stage renal disease patients who initiated hemodialysis,” 
BMC Nephrology, vol. 17, p. 25, 03/02 09/15/received 02/19/accepted 2016.

 17. M. Chowdhury, A. Apon, and K. Dey, Data Analytics for Intelligent Transportation Systems. 
Elsevier Science, 2017.

 18. H.  H. Hijazi, H.  L. Harvey, M.  S. Alyahya, H.  A. Alshraideh, R.  M. Al Abdi, and S.  K. 
Parahoo, “The Impact of Applying Quality Management Practices on Patient Centeredness 
in Jordanian Public Hospitals: Results of Predictive Modeling,” (in eng), Inquiry, vol. 55, 
p. 46958018754739, Jan-Dec 2018.

 19. F. Noviyanti, Y. Hosotani, S. Koseki, Y. Inatsu, and S. Kawasaki, “Predictive Modeling for the 
Growth of Salmonella Enteritidis in Chicken Juice by Real-Time Polymerase Chain Reaction,” 
(in eng), Foodborne Pathog Dis, Apr 2 2018.

 20. M. M. Safaee et al., “Predictive modeling of length of hospital stay following adult spinal 
deformity correction: Analysis of 653 patients with an accuracy of 75% within 2 days,” (in 
eng), World Neurosurg, Apr 17 2018.

2 Analytics Building Blocks

http://www.rosebt.com/blog/descriptive-diagnostic-predictive-prescriptive-analytics
http://www.healthcareimc.com/main/making-sense-of-analytics/


29

 21. B. Baessler, M. Mannil, D. Maintz, H. Alkadhi, and R. Manka, “Texture analysis and machine 
learning of non-contrast T1-weighted MR images in patients with hypertrophic cardiomyopa-
thy-Preliminary results,” (in eng), Eur J Radiol, vol. 102, pp. 61–67, May 2018.

 22. P. Karisani, Z. S. Qin, and E. Agichtein, “Probabilistic and machine learning-based retrieval 
approaches for biomedical dataset retrieval,” (in eng), Database (Oxford), vol. 2018, Jan 1 
2018.

 23. M. R. Schadler, A. Warzybok, and B. Kollmeier, “Objective Prediction of Hearing Aid Benefit 
Across Listener Groups Using Machine Learning: Speech Recognition Performance With 
Binaural Noise-Reduction Algorithms,” (in eng), Trends Hear, vol. 22, p. 2331216518768954, 
Jan-Dec 2018.

 24. Y. Wu, K. Doi, C. E. Metz, N. Asada, and M. L. Giger, “Simulation studies of data classifica-
tion by artificial neural networks: potential applications in medical imaging and decision mak-
ing,” (in eng), J Digit Imaging, vol. 6, no. 2, pp. 117–25, May 1993.

 25. J. Zhang, M. Liu, and D. Shen, “Detecting Anatomical Landmarks From Limited Medical 
Imaging Data Using Two-Stage Task-Oriented Deep Neural Networks,” (in eng), IEEE Trans 
Image Process, vol. 26, no. 10, pp. 4753–4764, Oct 2017.

 26. E. Chalmers, D. Hill, V. Zhao, and E. Lou, “Prescriptive analytics applied to brace treatment 
for AIS: a pilot demonstration,” (in eng), Scoliosis, vol. 10, no. Suppl 2, p. S13, 2015.

 27. F. Devriendt, D. Moldovan, and W. Verbeke, “A Literature Survey and Experimental Evaluation 
of the State-of-the-Art in Uplift Modeling: A Stepping Stone Toward the Development of 
Prescriptive Analytics,” (in eng), Big Data, vol. 6, no. 1, pp. 13–41, Mar 2018.

 28. S. Van Poucke, M. Thomeer, J. Heath, and M. Vukicevic, “Are Randomized Controlled Trials 
the (G)old Standard? From Clinical Intelligence to Prescriptive Analytics," (in eng), J Med 
Internet Res, vol. 18, no. 7, p. e185, Jul 6, 2016.

 29. G. K. Alexander, S. B. Canclini, J. Fripp, and W. Fripp, “Waterborne Disease Case Investiga-
tion: Public Health Nursing Simulation,” (in eng), J Nurs Educ, vol. 56, no. 1, pp. 39–42, Jan 
1, 2017.

 30. M. Lee, Y. Chun, and D. A. Griffith, “Error propagation in spatial modeling of public health 
data: a simulation approach using pediatric blood lead level data for Syracuse, New York,” (in 
eng), Environ Geochem Health, vol. 40, no. 2, pp. 667–681, Apr 2018.

 31. M. Moessner and S. Bauer, “Maximizing the public health impact of eating disorder services: 
A simulation study,” (in eng), Int J Eat Disord, vol. 50, no. 12, pp. 1378–1384, Dec 2017.

 32. O. El-Rifai, T. Garaix, V. Augusto, and X. Xie, “A stochastic optimization model for shift 
scheduling in emergency departments,” (in eng), Health Care Manag Sci, vol. 18, no. 3, 
pp. 289–302, Sep 2015.

 33. A. Jeremic and E. Khoshrowshahli, “Detecting breast cancer using microwave imaging and 
stochastic optimization,” (in eng), Conf Proc IEEE Eng Med Biol Soc, vol. 2015, pp. 89–92, 
2015.

 34. A. Legrain, M. A. Fortin, N. Lahrichi, and L. M. Rousseau, “Online stochastic optimization of 
radiotherapy patient scheduling,” (in eng), Health Care Manag Sci, vol. 18, no. 2, pp. 110–23, 
Jun 2015.

 35. M. A. Christodoulou and C. Kontogeorgou, “Collision avoidance in commercial aircraft Free 
Flight via neural networks and non-linear programming,” (in eng), Int J Neural Syst, vol. 18, 
no. 5, pp. 371–87, Oct 2008.

 36. S. I. Saffer, C. E. Mize, U. N. Bhat, and S. A. Szygenda, “Use of non-linear programming and 
stochastic modeling in the medical evaluation of normal-abnormal liver function,” (in eng), 
IEEE Trans Biomed Eng, vol. 23, no. 3, pp. 200–7, May 1976.

 37. G. H. Simmons, J. M. Christenson, J. G. Kereiakes, and G. K. Bahr, “A non-linear program-
ming method for optimizing parallel-hole collimator design,” (in eng), Phys Med Biol, vol. 20, 
no. 3, pp. 771–88, Sep 1975.

 38. I. Podolak, “Making Sense of Analytics,” presented at the eHealth 2017, Toronto ON, 2017. 
Available: http://www.healthcareimc.com/main/making-sense-of-analytics/

 39. L.  K. Alexander, B.  Lopes, K.  Ricchetti-Masterson, and K.  B. Yeatts. (2018). Common 
Statistical Tests and Applications in Epidemiological Literature.

References

http://www.healthcareimc.com/main/making-sense-of-analytics/


30

 40. B.  M. Thorne and J.  M. Giesen, Statistics for the behavioral sciences. McGraw-Hill 
Humanities, Social Sciences & World Languages, 2003.

 41. D. Nevo, Making sense of data through statistics  - An introduction. Legerity Digital Press, 
2014.

 42. J. Burke, Health Analytics: Gaining the Insights to Transform Health Care. Wiley, 2013.

2 Analytics Building Blocks



31© The Author(s), under exclusive license to Springer Nature Switzerland AG 2019 
C. El Morr, H. Ali-Hassan, Analytics in Healthcare, SpringerBriefs in Health Care 
Management and Economics, https://doi.org/10.1007/978-3-030-04506-7_3

Chapter 3
Descriptive, Predictive, and Prescriptive 
Analytics

Abstract This chapter provides an overview of the descriptive, predictive, and pre-
scriptive analytics landscape. Data mining is first introduced, followed by coverage 
of the role of machine learning and artificial intelligence in analytics. Supervised 
and unsupervised learning are compared, along with the different applications that 
fall under each. The characteristics and role of reports in descriptive analytics are 
described, along with the extraction of data in a multidimensional environment. Key 
algorithms, covering different predictive analytics applications, are described in 
some detail.

Keywords Data mining · CRISP-DM · Machine learning · Artificial intelligence · 
Supervised learning · Classification · Regression · Unsupervised learning · 
Clustering · Dimension reduction · OLAP · Multivariate regression · Multiple 
logistic regression · Linear discriminant analysis (LDA) · Artificial neural 
networks (ANNs) · K-means · Principal component analysis (PCA)

Objectives
At the end of this chapter, you will be able to:

 1. Describe the basics of data mining
 2. Understand machine learning and Artificial Intelligence (AI) in analytics
 3. Differentiate between supervised and unsupervised learning and their 

applications
 4. Understand how multidimensional data are extracted for reports
 5. Understand the different types of algorithms used for predictive analytics
 6. Have a general idea about prescriptive analytics
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3.1  Introduction

Knowledge can be modeled in a certain form. If we have well-defined knowledge, 
we can represent it in an accurate manner, such as a mathematical formula [1]. A 
model permits us to explain reality, to classify objects, and to predict a value (or if 
an event will occur) knowing its relationship to other known values. If our knowledge 
is not complete, then we can approximate reality by learning from previous 
experiences and predicting an outcome with a certain likelihood of accuracy.

Knowledge can be represented in a computer in the form of mathematical formu-
lae or a certain set of rules stored on a hard disk. Alongside the representation of 
knowledge, we need to store on a computer a reasoning method, i.e., an algorithm 
(a series of steps to be followed) to process this knowledge to arrive at an outcome/
output (e.g., a decision, classification, or diagnosis).

There are many ways to represent knowledge and process it. Machine learning 
and data mining are prominent ways to represent and process knowledge and will 
be introduced in the next paragraphs, and then we will overview the main algorithms 
for descriptive, predictive, and prescriptive analytics using machine learning 
algorithms, among other techniques. In the next chapter, we will give examples of 
healthcare applications of many machine learning algorithms.

3.2  Data Mining

Data mining is a cross-disciplinary field that aims to discover novel and useful pat-
terns within large data sets using multiple approaches, including machine learning, 
statistics, and database systems. The data mining process is automatic or semiauto-
matic (involves human interaction), and it must lead to patterns that are meaningful 
to the data stakeholders and provide some advantage (e.g., health or economic) [2].

In data mining in particular, a model exists that provides a framework for project 
execution; it is the CRoss Industry Standard Process for Data Mining 
(CRISP-DM) methodology [3, 4], summarized in the following figure (Fig. 3.1).

In the business understanding phase, the team defines the scope and objectives of 
the project from the business/stakeholders’ point of view and then transforms these 
objectives into a data mining problem with a defined plan to follow. The data 
understanding phase is second and entails data collection, exploratory data analysis, 
and evaluation of the data quality. The data preparation phase follows and involves 
cleaning the data and preparing it for analysis in later stages, selecting the variables 
and cases for analysis, and transforming data where needed. The modeling phase 
follows and comprises selection of modeling techniques and generating and fine- 
tuning the models. During the evaluation phase, the team evaluates the generated 
models’ quality and effectiveness in achieving the set objectives and makes a final 
decision on adoption of a model. Finally, the team will deploy the model, which 
usually involves generating reports.

3 Descriptive, Predictive, and Prescriptive Analytics
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1.Business 
understanding

1.Data 
understanding

1.Data 
preparation

1.Modeling

1.Evaluation

1.Deployment

Fig. 3.1 CRISP-DM data 
mining model

Prescriptive Analytics
(i.e. Business Intelligence)

Predictive Analytics 
& Prescriptive Analytics

Direction Past (reactive) Future (proactive)
Answer questions of the 
type

What happened?
When, how many, who?

What will happen?
What’s next?

Algorithms/Methods Key Performance Indicators
Metrics
Alerts
OLAP
Dashboards

Predictive Modeling
Data Mining
Statistics

Data Type Structured (mostly) Structured and Unstructured

Fig. 3.2 Comparison between BI and predictive-prescriptive analytics

As we can notice, data mining automates the process of searching for patterns in 
a large amount of data, and modeling is a core task in data mining. Modeling can be 
achieved using machine learning methods.

3.3  Machine Learning and AI

While descriptive analytics (i.e., Business Intelligence [5]) are reactive and focus on 
understanding the past, predictive analytics and prescriptive analytics are proactive 
and oriented towards the future. Predictive analytics and prescriptive analytics can 
be defined as the art of constructing models based on historical data and then using 
them to make predictions [6].

3.3  Machine Learning and AI
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Instead of answering the “when,” “who,” and “how many” questions, such as in 
the BI case, predictive and prescriptive analytics investigate “What will happen” 
and “what next.” Methods in BI relate to key performance indicators (KPI) or 
metrics, dashboards, alerts, and OLAP (cubes, slice, dice, and drill), while analytics 
methods include statistical analysis, predictive modeling, and data mining. BI deals 
mainly with structured data acted upon by humans, while analytics process 
structured and unstructured data that are acted upon automatically (or semi- 
automatically) by computer algorithms (Fig. 3.2).

Artificial Intelligence (AI) is a field in computer science dealing with mimicking 
intelligent behavior; it allows computers to imitate human intelligence, learn from a 
changing environment, draw conclusions from it and adapt to it. AI uses many types 
of methods, including a set of methods under the name of “Machine Learning.”

Machine learning is an automated process that detects patterns in data [6]; it 
aims to learn how to improve at tasks with experience and uses many types of 
techniques, such as Neural Networks and Natural Language Processing (NLP) [7]. 
Deep learning is a subset of machine learning methods that aims to learn from a 
large amount of data using a set of algorithms, namely, multilayered neural networks.

The idea behind machine learning is that computers can “learn” to accomplish a 
task by applying a certain algorithm (i.e., a series of steps) on a set of examples (i.e., 
the training data set). Once this training phase is performed, the computers can 
perform the same task they have learned when they face a new data set that was not 
part of their learning phase. “Learning” is nothing but building a data model; the 
training set is the input to the machine learning algorithm, and the model is the 
output. Subsequently, the model is used to form predictions on new data sets 
(Fig. 3.3).

Machine learning is performed in either a supervised or unsupervised manner.

Fig. 3.3 Machine learning: building and using a prediction model (adapted from Kelleher et al. 
[6])

3 Descriptive, Predictive, and Prescriptive Analytics
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3.3.1  Supervised Learning

In supervised learning, the training data set contains the input data and the correct 
output/solution for each data set. The algorithm is presented with a specific data set 
as well as its solution in advance; it then “learns” how to process these data in a 
certain way such that it ends up with the provided solution as an output. The learning 
process is about building a model that ultimately can make predictions of a likely 
output in the presence of unknown outputs/solutions (i.e., in the presence of 
uncertainty). Indeed, once learning is performed, the supervised learning software 
uses its learned model to provide a reasonable output/solution prediction for any 
new data set input. Supervised learning algorithms can use classification and 
regression techniques.

A classification technique starts with a set of data and predicts if an output 
belongs to a certain category/class; for example, for a voice input, it predicts the 
correct word; for a handwriting image, it predicts the correct word; for a medical 
image, it predicts a certain diagnosis; for a given patient with known age, weight, 
height, blood pressure, and other measures, it predicts the likelihood that she/he will 
have a heart attack within a year.

Some of the main techniques used for classification are:

 1. Classification trees
 2. Fuzzy classification 
 3. Random forests
 4. Artificial neural networks
 5. Discriminant analysis
 6. Naive Bayes
 7. K nearest neighbor
 8. Logistic regression (despite its name, it is used in classification)
 9. Support vector machine
 10. Ensemble methods

Instead of classifying in categories, a regression technique predicts a value of an 
output or variable (i.e., predicts a solution) of a continuous nature (i.e., a number), 
such as variation in blood pressure, the number of days a patient needs to stay in the 
hospital, the number of nurses a hospital needed during a holiday season, the number 
of ED visits for a COPD patient over 60 years of age over the next year, or the cost 
of a CHF patient to the healthcare system over the next year.

Simply understood, a regression technique approximates a function f of a data 
input x that produces an output y = f(x); x and y are known, and f is approximated.

Some of the main techniques used in regression are:

 1. Linear regression
 2. Generalized linear model
 3. Decision trees
 4. Bayesian networks
 5. Fuzzy classification

3.3  Machine Learning and AI
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 6. Neural networks
 7. Gaussian process regression
 8. Relevance vector machine
 9. Support vector regression
 10. Ensemble methods

A problem such as predicting the number of days the patient will be in good 
health after discharge from a hospital is a regression problem because we are trying 
to predict a number. If we are instead interested in predicting if the patient is at high 
or low risk of readmission to the hospital in the next 30 days, or if we are interested 
in predicting if the patient will be readmitted or not to the hospital in the next 
30 days, then this is a classification problem because we are trying to predict the 
class that the patient fits in (i.e., low risk vs. high risk, admitted vs. not readmitted) 
given some of her characteristics (e.g., age, comorbidities).

As you can notice, some techniques are used in both classification and regression.

3.3.2  Unsupervised Learning

In unsupervised learning, there is no known output for the data input, but we have 
no idea about the possible results we are searching for. The algorithm tries to detect 
hidden patterns or structures within the data set; once learning is performed, the 
algorithm will then be able to predict the possible output or solution from a new data 
set in the future. Two main techniques are used in unsupervised learning: clustering 
and dimension reduction.

Clustering aims to find hidden patterns and groupings within the data (i.e., 
input); it takes a data set as an input and partitions it into clusters. Clustering is 
helpful in problems such as object recognition, gene sequencing, and market 
research. Clustering can, for example, identify the group of patients with certain 
conditions based on healthcare utilization data [8] or healthcare claims data [9].

Some of the main algorithms used in regression are:

 1. K-means clustering
 2. Hierarchical clustering
 3. Genetic algorithms
 4. Artificial neural networks
 5. Hidden Markov model

Dimension reduction is mainly interested in reducing the number of variables/
features/attributes (number of dimensions) needed to represent the data input, thus 
projecting the data set to fewer dimensions. The reduction of the data dimensions 
(i.e., the number of variables) will allow simpler representation of the data and 
faster processing time.

Some of the main algorithms used in regression are:

 1. Principal component analysis
 2. Linear discriminant analysis
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 3. Multidimensional statistics
 4. Random projection

Presented with 100,000 health records for patients with congestive heart failure 
(CHF) with some readmission history, an algorithm that tries to group patients 
based on some common characteristics is a clustering algorithm that belongs to the 
unsupervised learning category. Alternately, if we have 50 characteristics/variables 
(e.g., age, weight, height, education level, and income level) for each CHF patients, 
it will be very complex to analyze these characteristics to detect which ones are 
mostly related to their readmission history, and we can instead use an algorithm, 
such as Principal Component Analysis (PCA), to detect which (fewer) characteristics 
most explain the patients’ readmission history. Once we have reduced the number 
of dimensions to a few, 7 for example, we can then proceed with further analysis of 
the problem.

The following figure gives some examples of the possible applications of super-
vised and unsupervised learning (Fig. 3.4).

3.3.3  Terminology Used in Machine Learning

The aim of machine learning is to learn or estimate a model of the data set we have 
and use that model either to predict the class of new data in the future (classification) 
or the value of an output (regression) or to detect patterns/groups in the data 
(clustering).

Each instance of the data set is represented by attributes or features; for example, 
in a particular project dealing with patient readmission, an instance of a patient 
might be represented by (1) age, (2) gender, (3) length of stay in the hospital, (4) 
acuity of admission, (5) Charlson comorbidity index, and (6) the number of 
emergency department visits in the last 6 months prior to the current admission [11]. 
Each one of these data instances of a particular patient is called a feature vector; in 
the aforementioned patient readmission example, each feature vector in the data set 
is composed of six features (i.e., each feature vector is of six dimensions); in other 
words, the dimensionality of this data set is six.

The data set we use for learning is called the training data set; learning is noth-
ing but the process to generate a model based on the training data. It is important to 
remember that there is a well-known output for each vector in the training data; 
suppose we are trying to predict if a patient will be readmitted within 30 days of 
discharge knowing her/his aforementioned six attributes: our training data should 
include each patients’ readmission attribute (e.g., either yes or no). Once the model 
is generated (i.e., the learning is performed), then we need to use another data set 
with known output to validate the model, i.e., to assess the performance of the 
model and fine-tune its parameters. Such a data set is called the validation data set. 
Once validation is performed, another data set with known output is used to estimate 
the model error; such a data set is called the test data set, and the uncovered error 
is called the test error.

3.3  Machine Learning and AI



38

M
ac

hi
ne

 
Le

ar
ni

ng

Su
pe

rv
is

ed
 

Le
ar

ni
ng

Cl
as

si
fic

at
io

n

D
is

cr
im

in
an

t 
An

al
ys

is
Pr

ed
ic

tio
n

Pa
tt

er
n 

Re
co

gn
iti

on

ha
nd

w
rit

in
g 

an
d 

fa
ce

 
re

co
gn

iti
on

M
ed

ic
al

 
D

ia
gn

os
is

Sp
ee

ch
 

Re
co

gn
iti

on

N
at

ur
al

 
La

ng
ua

ge
 

Pr
oc

es
si

ng
Bi

om
et

ric
s

Kn
ow

le
dg

e 
Ex

tr
ac

tio
n

O
ut

lie
r 

D
et

ec
tio

n

Re
gr

es
si

on

U
ns

up
er

vi
se

d 
Le

ar
ni

ng

Cl
us

te
rin

g

Im
ag

e 
Co

m
pr

es
si

on
D

oc
um

en
t 

Cl
us

te
rin

g

M
ot

ifs
' 

le
ar

ni
ng

 in
 

D
N

A

D
im

en
si

on
 

Re
du

ct
io

n

EH
R 

D
at

a 
Cl

us
te

rin
g

Im
ag

e 
Fe

at
ur

e 
Re

du
ct

io
n

F
ig

. 3
.4

 
Ty

pe
s 

of
 m

ac
hi

ne
 le

ar
ni

ng
 a

nd
 e

xa
m

pl
es

 o
f 

ap
pl

ic
at

io
ns

 [
10

]

3 Descriptive, Predictive, and Prescriptive Analytics



39

A model generated for classification is called a classifier; if it is for regression, 
it is called a fitted regression model. Generally speaking, a model that makes 
predictions is called a predictor [12].

3.3.4  Machine Learning Algorithms: A Classification

Machine learning research has been very active in recent years, and it usually deals 
with large data sets and aims for the creation of statistical models without the need 
for hypothesis testing. Classifying the techniques into three categories (classification, 
regression, and clustering and dimensionality reduction) is not simple because some 
techniques are used across these classes of machine learning styles; however, to 
organize our understanding of the field, we will provide the following table as a 
guide, noting that it is not an exhaustive list of techniques and that techniques will 
appear in more than one category (Figs. 3.5 and 3.6).

3.4  Descriptive Analytics Algorithms

Descriptive analytics have the ability to quantify events and report on them and are 
a first step in turning data into actionable insights. Descriptive analytics can help 
with population health management tasks, such as identifying how many patients 
are living with diabetes, benchmarking outcomes against government expectations, 
or identifying areas for improvement in clinical quality measures or other aspects of 
care [14].

3.4.1  Reports

A report is a communication artifact prepared with the specific intention of relaying 
information in a presentable format [15]. A report is a formal representation of data 
that has been subject to different analytics techniques, such as slicing, dicing, 
summarizing, and formatting for the benefit of different users [16]. Reports are an 
important part of analytics because they are used to support decision-making. They 
are increasingly becoming visually oriented with colors and graphical icons, looking 
more like dashboards, with enhanced information content, moving from traditional 
descriptive reporting to more predictive and prescriptive [15]. Reports can be 
routinely generated from analytics or can be generated on a one-time basis for a 
special purpose, referred to as “ad hoc reports.” Well-designed reports have 
fundamental attributes: they should be (1) understandable by the target audience; 
(2) timely so that they can be useful, especially when the source data changes 
frequently; (3) accessible, such as on a webpage or mobile device; (4) reliable, 
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meaning accurate and unbiased and hence trustworthy; (5) complete, including all 
data that is relevant to a decision; and (6) relevant, leaving out extraneous data that 
is distracting [16]. Authoring of reports is a multi-step process, starting with the 
identification of the needs of the users of the report. Then, the sources of the data 
(TPS systems, functional systems, data warehouses, etc.) are identified, along with 
the type of analytics that need to be applied to the data to generate the users’ 
information needs. The layout and structure of the report are then defined. The user 
may be provided with the ability to enter certain pertinent parameters, such as 
patient identification information and the date of the hospital visit. Finally, reports 
are deployed in paper or electronic format via emails or websites to their destined 
users. To be readable, clear, and useful, reports generally contain a combination of 
the following elements: tables; text; geometric shapes, such as boxes and circle; 
images; charts; and maps [16]. More details regarding the visualization of data in 
reports and other mediums can be found in Chap. 5.

Machine 
Learning

Supervised 
Learning

Classification
Artificial Neural Networks (ANN)
Bayesian Networks (e.g. Naive Bayes)
Classification Trees
Ensemble Methods
Fuzzy Classification
K-Nearest Neighbor (KNN)
Linear Discriminant Analysis (LDA)
Logistic Regression
Random Forests
Support Vector Machine (SVM)

Regression
Artificial Neural Networks (ANN)
Bayesian Networks (e.g. Naive Bayes)
Decision Trees
Ensemble Methods
Fuzzy Classification
Gaussian Process Regression
Generalized Linear Model
K-Nearest Neighbor (KNN)
Linear Regression
Multiple Linear Regression
Relevance Vector Machine (RVM)
Support Vector Regression (SVM)

Unsupervised 
Learning

Clustering
Artificial Neural Networks

Genetic Algorithms

Hidden Markov Model

Hierarchical Clustering

K-Means Clustering

Self Organizing Map

Dimensionality 
Reduction

Principal Component Analysis

Linear Discriminant Analysis 

Multidimensional Statistics

Random Projection

Fig. 3.5 Machine learning: types of learning and examples of corresponding algorithms; some 
algorithms can be used in many types of learning
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3.4.2  OLAP and Multidimensional Analysis Techniques

Data to be reported on can be manipulated in many cases with simple arithmetic and 
statistical operations, such as summing up (e.g., cumulative cost of the treatment of 
Hepatitis C), counting (e.g., the number of incidents of Hepatitis C), calculating the 
mean (e.g., the average cost of treating a patient with Hepatitis C), filtering (e.g., extract-
ing names of patients above the age of 75 with Hepatitis C), sorting, ranking, and so on. 
To extract the data from multiple tables in a relational database, one can issue an SQL 
Query command that pulls out the data from multiple tables by performing a “join” 
operation (i.e., joining related data from different tables). To perform Online Analytical 
Processing (OLAP) on a multidimensional data structure, a number of operations or 
techniques may be needed, such as slicing, dicing, and pivoting [15–17].

Supervised 
Learning

Classification
•Image Classification
•Fraud Detection
•Diagnosis
•Customer Retention

Regresssion
•Advertising 

Popularity Prediction
•Weather Forecasting
•Market Forecasting
•Life Expectency 

Estimation
•Population Growth 

Prediction

Unsupervised 
Learning

Clustering
•Recommender 

System
•Targeted Marketing
•Customer 

Segmentation

Dimensionality 
Reduction
•Meaningful 

Compression
•Structure Discovery
•Feature Extraction
•Big 

Data.Visualization

Reinforcement 
Learning

Game AI

Skill Acquisition

Robot Navigation

Real-Time 
Decisions

Learning Tasks

Fig. 3.6 Machine learning applications from a variety of fields (adapted from Vishakha Jha [13])
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3.4.2.1  Slice and Dice

Slicing and dicing operations are used to make large amounts of data easier to 
understand and work with. Slicing is a method to filter a large data set into smaller 
data sets of interest, while dicing these data sets creates even more granularly 
defined data sets [16]. For simplicity, assume that we have a three-dimensional data 
set of sales, where the dimensions are: Product, Store, and Date, which can be 
represented as a cube, where each axis is a dimension and the cells contain sales 
data, i.e., the product, store, and date of each sale transaction. Slicing is taking a 
single slice out of the cube, representing one dimension, showing, for example, the 
sales for each product (Fig. 3.7). In this case, the sales are summed up for all stores 
and all dates across each product [17].

A dice is a slice on more than two dimensions of the cube [15]. Dicing is putting 
multiple side-by-side members from a dimension on an axis with multiple related 
members from a different dimension on another axis, allowing the viewing and 
analysis of the interrelationship among different dimensions [17]. Two examples of 
dicing are depicted in Fig. 3.8, showing the sales per store per month and sales per 
store per product.

3.4.2.2  Pivoting

A pivot table is a cross-tabulated structure (crosstab) that displays aggregated and 
summarized data based on the ways the columns and rows are sorted. Pivoting 
means swapping the axes or exchanging rows with columns and vice versa or 
changing the dimensional orientation of a report [15–17] (Fig. 3.9).

3.4.2.3  Drill-Down, Roll-Up, and Drill-across

Drilling down or rolling up is where the user navigates among levels of the data 
ranging from the most summarized (roll-up) to the most detailed (drill-down) [15] 
and happens when there is a multi-level hierarchy in the data (e.g., country, province, 
city, neighborhood) and the users can move from one level to another [17]. 
Figure 3.10 shows an example of drilling down on the product dimension. When 
you roll up, the key data, such as sales, is automatically aggregated, and when you 
drill down, the data are automatically disaggregated [16].

Fig. 3.7 Slicing (adapted from Ballard et al. [17])
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Drilling across is a method where you drill from one dimension to another, but 
where the drill-across path must be defined [17]. Figure 3.11 shows an example of 
a drill-across from the store CA to the product dimension.

3.5  Predictive Analytics Algorithms

The type of algorithm to choose depends on the problem or question at hand. For 
patient segmentation, for example, one would need clustering algorithms; for a 
recommender system, the need is for a classification algorithm; to predict the next 
outcome of time-driven events, one would use a regression algorithm.

3.5.1  Examples of Regression Algorithms

3.5.1.1  Multivariate Regression [12]

Multivariate regression is one of the most common techniques used to create a 
model that links the dependent outcome variable to the independent variables (e.g., 
the predictors); it is usually used to produce models for risk predictions in healthcare 

Fig. 3.9 Pivoting (adapted from Ballard et al. [17])
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[18]. Multivariate linear regression is used when the outcome in question is a con-
tinuous variable (i.e., a real number), such as blood pressure, cost, and weight, while 
multiple logistic regression is used when the outcome is categorical, such as blood 
type, or dichotomous (i.e., binary), such as readmission to the hospital (i.e., yes/no) 
and risk of readmission (i.e., high/low).

3.5.1.2  Multiple Linear Regressions

In multiple linear regression, the outcome variable (prediction) is expressed in terms 
of a linear function of the independent variables; for example, healthcare 
cost = a * (age) + b * (gender) + c * (Carlson Comorbidity Score) + d.

Using past data, a multiple linear regression algorithm can compute the coeffi-
cients (a, b, c, d…) for the independent variables, which leads to an expression of 
their relationship to the dependent example; for instance, cost = 0.5 * (age) + 3 * (gen-
der) + 0.2 *  (Carlson Comorbidity Score) + 4 [5]. The mathematical expression 
represents a model that ties the dependent variable (outcome) to the independent 
variables; the linear logistic regression model can then be used to predict the out-
come (e.g., the cost) for any given values for the predictor variables. The score 
computed by the model can then be a multiplier for the mean (average) outcome 
variable in the population to predict the outcome for that particular instance/person. 
In the previous example, for a person whose age is 50 and gender is female (coded 

Fig. 3.11 Drilling across (adapted from Ballard et al. [17])
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as 1) and who has a Charlson comorbidity score of 6, the computed cost score is 0.5 
* 50 + 3 * 1 + 0.2 * 6 + 4 = 25 + 3 + 3 + 4 = 35; we would multiply this score (35) 
by the mean cost in the population for a certain period of time (e.g., a year) to pre-
dict the healthcare cost for this person in the future. In the previous example, if the 
average healthcare cost per year in the population of interest is $2000, then we can 
predict that the cost for that individual would be 35 * $2000 = $75,000 [18]. Note 
that, in this example, the higher the predicted score is, the higher the cost is; how-
ever, if the predicted score is a positive value that is less than 1, then the cost predic-
tion is lower than the mean in the population.

3.5.1.3  Multiple Logistic Regression

A categorical variable is a variable that can have only a specific number of values; 
examples of such variables are blood type, gender, and province. Categorical 
variables with only two possible values are called dichotomous variables.

Logistic regression is used to express a categorical or dichotomous variable as a 
function of a set of independent variables using one coefficient for each. The model 
is expressed in a mathematical formula. A main difference between the logistic 
regression and linear regression is that the predicted value is a probability and hence 
has a value between 0 and 1. The logistic regression model predicts the probability 
that an observation falls into one of the categories of the dependent variable [5].

Multiple logistic regression is referred to as polynomial when it is used to predict 
a categorical variable, and it is referred to as binomial when it is used to predict a 
dichotomous variable. As in linear regression, a coefficient is created for each 
predictor variable and used in the regression model to predict individual probabilities 
of unknown observations’ outcomes [18] (Fig. 3.12).

3.5.2  Examples of Classification Algorithms

3.5.2.1  Linear Discriminant Analysis (LDA) [12]

Linear Discriminant analysis (LDA) is a classifier that predicts if an observation 
falls within a certain class. Given a set of variables, the LDA algorithm separates 
our observations into different classes by maximizing the distance between the 
center of these classes and minimizing the distance between the observations within 
these classes and their center. Hence, LDA reaches a solution where the instances 
within each class are as close as possible and the instances of the different classes 
are as far from each other as possible (Fig. 3.13).

A mathematical expression of the LDA algorithm can be written as:

 

∆ =
−( )

( )
maximize mean mean

minimize Vairancewithingroups

A B

 

3.5  Predictive Analytics Algorithms



48

Note that there might be more than two classes; the following figure is an example 
of three classes separated during LDA (Fig. 3.14).

3.5.2.2  Artificial Neural Networks

Artificial Neural Networks (ANNs) are a computer technique that models the 
functioning of the brain’s neurons; the ANN software can be trained to “learn” how 
to recognize patterns and classify data [12].

A neuron is a software element that uses an activation function (f), a set of 
adaptive weights (w0 … wn), and data input (x0 … xn) to generate an output 

y f w x f w x w x w x
i

n

i i= ( )







 = + + …( )

=

∗ ∗ ∗ ∗∑
1

0 0 1 1 1 1

.
The input vector (x0,x1,x2…) can be sent from another neuron or from other data 

sources (e.g., observations). The weights are the parameters of the data model 
(Fig. 3.15).

The artificial neural network is composed of one input layer of neurons, one or 
more hidden layers, and one output layer [5] (Fig. 3.16).

Fig. 3.13 Separation of two classes A and B by one discriminant using LDA

Fig. 3.12 Example from SPSS
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The aim of the neural network learning process (supervised and unsupervised) is 
to adjust the model’s weights to arrive at the correct output, i.e., choose the correct 
class, arrive at the correct value, or recognize the correct patterns. In a supervised 
learning environment, the adjustment of the weights is performed by comparing the 
ANN output to a known output class for the input used; if the output is not correct, 
then the weights are adjusted iteratively until a correct classification is found 
(Fig. 3.17).

There are many types of ANNs; one of the most commonly used ones is the 
Multi-Layer Perceptron (MLP).

3.5.3  Examples of Clustering Algorithms

3.5.3.1  K-Means

K-means is a common algorithm used for cluster analysis. Cluster analysis is an 
essential data mining method to classify items, concepts, or events into common 
groupings called clusters. K-means is an exploratory data analysis tool for solving 
classification problems by sorting cases into clusters or groups so that the degree of 
association in a cluster is strong among its members and weak with members of 
other clusters [20]. K-means is a common method in multiple disciplines, such as 

Fig. 3.14 An example of LDA
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Fig. 3.16 An artificial neural network with an input layer with five nodes each for one variable of 
the input data, one hidden layer, and one node in the output layer representing two classes: high 
risk of hospital readmission and low risk of hospital readmission (adapted from El Morr [19])

Fig. 3.15 A neuron

businesses with applications, including market segmentation (classification) of cus-
tomers and fraud detection [20]. In medicine, K-means has been used, for example, 
for the classification of healthcare claims of end-stage renal disease patients [9] and 
for examining the heterogeneity of a complex geriatric population [21]. K-means, 
where K represents a predetermined number of clusters and where each input 
belongs to the cluster with the nearest mean, is one of the most referenced clustering 
algorithms and is one of the best known predictive analysis algorithms [20, 22].

K-means starts by selecting the optimal number of clusters K. The selection can 
be performed using multiple methods; one of the simplest is to compute K = (n/2)1/2, 
where n is the number of data points (i.e., observations). The statistical software 
used to apply K-means generates K random points as cluster centers, and each data 
point or record is assigned to the nearest cluster center. The mean of the data 
assigned for each cluster is computed and considered the new cluster center, and 
then the last two steps (assignment of points to the centers and computation of new 
centers) are repeated until convergence is achieved or the optimal centers are 
identified [20]. The centers are chosen to minimize the sum of the squares of the 
distances between a data point and the center point of its cluster and minimize the 
total intra-cluster variance [16]. K-means is simple and logical and thus is widely 
accepted for cluster analysis [22] (Fig. 3.18).
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3.5.4  Examples of Dimensionality Reduction Algorithms

3.5.4.1  Principal Component Analysis (PCA)

A data dimension is a characteristic, feature, or attribute of the data that helps us 
understand it better and answer basic questions about it. Examples of dimensions 
are time, location, blood pressure, and age. Dimension reduction is particularly 
necessary when we have large data sets that have many features or dimensions that 
make any interpretation of the data, or its use for machine learning, almost 
impossible or very cumbersome. To address the problem, we look for the dimensions 
that have the highest variance, where the data varies the most and hence has a high 
power of explanation [23].

The objective of Principle Component Analysis (PCA), one of the most popular 
dimensionality reduction methods currently used, is to find the principle components 
of the data by identifying a hyperplane that lies closest to the data points and 
projecting the data onto it [23, 24]. PCA hence reduces the data down into its basic 
components, stripping away any unnecessary parts [23]. To clarify this, we display 
data in a two-dimensional space (Fig. 3.19). We then look for the two straight lines 
that are orthogonal and that represent the largest variance or distribution of the data. 
The lines are referred to as Eigenvectors, which come with calculated Eigenvalues 
that represent how much the data is spread out. The Eigenvector, or line with the 
highest Eigenvalue, is hence the principle component [23]. In reality, multiple 
Eigenvectors are identified in a certain data set, but only the ones with an Eigenvalue 
higher than a certain threshold are retained, and the ones with an Eigenvalue lower 
than the threshold are ignored due to the low variance of the data and hence low 
explanation value.

A common example of PCA comes from the Oxford Internet Survey (OxIS) 2013 
study on Internet use in Britain. The survey asked 2000 people approximately 50 
questions that could uncover varying factors of their Internet use, such as age, income, 
profession, and so on. Trying to analyze 50 potential variables or dimensions to under-
stand Internet use would be very complex and require a large amount of time, effort, 
and money. PCA was used to reduce the data to its principal components, greatly 

Fig. 3.17 Overall functioning of artificial neural network supervised learning
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Fig. 3.19 Principal component analysis (PCA) (adapted from Chung [24])

Fig. 3.18 Example of K-means convergence (By Chire CC BY-SA 4.0 (https://creativecommons.
org/licenses/by-sa/4.0), from Wikimedia Commons)
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reducing the number of variables that needed to be analyzed from 50 down to 4, which 
were named: Enjoyable Escape, Instrumental Efficiency, Social Facilitator, and 
Problem Generator. These dimensions represent the attitudes and beliefs that captured 
the most variance in the data with Eigenvalues greater than 1 and hence were most 
valuable. Thus, PCA eliminated factors that have insignificant values instead of 
attempting to analyze each and every component within the survey [25].

PCA was also applied in a clinical study to investigate the value of early systemic 
inflammation in predicting ICU-acquired weakness. Systemic inflammation can be 
represented by a large number of inflammatory cytokines, where each type of cyto-
kine is regarded as one dimension, resulting in dozens of dimensions in the data. PCA 
was applied, and most of the variance was accounted for by only three principle com-
ponents; hence, the prediction model was significantly simplified [26, 27].

3.6  Prescriptive Analytics

Prescriptive analytics models add to predictive analytics the ability not only to pre-
dict but also to explain why an event happened through a set of rules that are easy to 
interpret, which allows us to act based on the event using those rules. Some of the 
predictive analytics algorithms, such as ANNs, do not allow us to understand why a 
prediction was made; others will and thus allow us to create rules that are actionable 
(immediately usable), such as Decision trees, Fuzzy Rule-Based Systems, Switching 
Neural Networks (SNNs), and Logic Learning Machines (LLMs), which are a well- 
known efficient implementation of SSNs. These algorithms will not be covered in 
this introductory book.

3.7  Conclusion

This chapter attempted to simplify key analytics concepts while providing enough 
explanation to understand them and appreciate their complexity, value, and impact. 
Data mining was first introduced, followed by coverage of the roles of machine 
learning and artificial intelligence in analytics. Supervised and unsupervised 
learning were compared, along with the different applications that fall under each. 
The characteristics and role of reports in descriptive analytics were described, along 
with the extraction of data in a multidimensional environment. Key algorithms, 
covering different predictive analytics applications, were described in some detail. 
Machine learning algorithms can be supervised or unsupervised; supervised learning 
uses classification and regression techniques, while unsupervised learning uses 
clustering and dimension reduction. The next chapter will build upon the knowledge 
attained here by providing examples of healthcare applications of the three categories 
of analytics (descriptive, predictive, and prescriptive), with a focus on some key 
algorithms.

3.7  Conclusion
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Chapter 4
Healthcare Analytics Applications

Abstract This chapter provides an overview of many descriptive, predictive, and 
prescriptive analytics applications in healthcare. Specific algorithms are chosen to 
illustrate each type of analytic approach. In descriptive analytics, we cover simple 
descriptive statistics. In predictive analytics, we cover

 1. A detailed logistic progression application to illustrate regression analysis
 2. Three applications covering decision trees, Naïve Bayes, and natural language 

processing, to illustrate classification techniques
 3. Two applications using K-means and hierarchical clustering to illustrate cluster-

ing techniques
 4. One dimensionality reduction application to illustrate dimension reduction 

techniques

Finally, one application illustrates the nascent prescriptive analytics. At the end 
of the chapter, a set of statistical tools is provided.

Keywords Report · Pivot table · Hospital readmission · LACE index · Chart 
review · Natural language processing (NLP) · K-means · Cluster analysis · 
Rehabilitation service · Principle component analysis (PCA) · Chronic pain

Objectives
At the end of this chapter, you will be able to:

 1. Understand what advantages descriptive, predictive, and prescriptive analytics 
can offer

 2. Understand which situations call for which type of analytics
 3. Cite one application example for each type of analytics

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04506-7_4&domain=pdf
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4.1  Introduction

Managers make decisions every day; however, for decisions to be evidence-based, 
they need to rely on data analysis. A decision-making process can be described in 
four phases: intelligence, design, choice, and implementation [1, 2]. The intelli-
gence phase consists of observing reality and acquiring information through data 
analysis. The design phase consists mainly of developing decision criteria and deci-
sion alternatives. During the choice phase, the decision maker(s) evaluate the differ-
ent decision alternatives and recommend actions that best meet the decision criteria. 
During the implementation phase, the decision maker(s) might reconsider the deci-
sion evaluations as they weigh the consequences of the recommendations; they 
would then develop an implementation plan, secure the necessary resources and 
execute the plan. A feedback loop exists between implementation and intelligence, 
as decisions are implemented, new intelligence/insight may arise that requires a 
new round of design, choice, and implementation [2] (Fig. 4.1).

Fig. 4.1 The decision-making process (adapted from [3])

4 Healthcare Analytics Applications
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4.2  Descriptive Analytics Applications

Descriptive analytics consider past data analysis to make decisions that help us 
achieve current and future goals. Statistical analysis is the main “tool” used to per-
form descriptive analytics; it includes descriptive statistics that provide simple sum-
maries, including graphics analysis, measures of central tendencies (e.g., frequency 
graphs, average/mean, median, mode), or measures of data variation or dispersion 
(e.g., standard deviation).

Surveys, interviews, focus groups, web metrics data (e.g., number of hits on a 
webpage, number of visitors to a page), app metrics data (e.g., number of minutes 
spent using a feature), and health data stored in electronic records, can be the source 
of all analytics, including descriptive analytics.

Media companies and social media platforms (e.g., Facebook) use descriptive 
analytics to measure customer engagement; managers in hospitals can use descriptive 
analytics to understand the average wait times in the emergency room (ER) or the 
number of available beds. Descriptive analytics allow us to access information needed 
to make actionable decisions in the workplace. They allow decision makers to explore 
trends in data (why do we have long lines in the ER?), to understand the “business” 
environment (who are the patients coming to the ER?), and to possibly infer an asso-
ciation (i.e., a correlation) between an outcome and some other variables (patients 
with chronic obstructive pulmonary disease tend to have more visits to the ER).

Reports are the main output in descriptive analytics where findings are presented 
in charts (e.g., bar graph, pie chart), summary tables and the most interesting, pivot 
tables.

A pivot table is a table that summarizes data originating from another table and 
provides users with functionality that enables the user to sort, average, sum, and 
group data in a meaningful way (Figs. 4.2, 4.3, and 4.4).

4.3  Predictive Analytics Applications

In this section of the chapter, we will review how different predictive analytics algo-
rithms are used in healthcare and what they achieve. When appropriate, we will describe 
four items in each application: the algorithm used, the sample size, the timeframe for 
the collected data, the predictors (input variables), and the outcome variable.

4.3.1  Regression Applications

4.3.1.1  Logistic Regression: Predicting 30 Days Hospital Readmission

Hospital readmission is defined as an unplanned admission to a hospital within 
30 days of discharge. Hospital readmission has been a major challenge in healthcare 
worldwide [5, 6]. Since 2012, the Readmission Reduction Program has been used 
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in the United States to measure hospital readmission rates and penalize hospitals 
with disproportionate rates [7]. In Canada, 8.5% of patients are readmitted within 
30 days of discharge [8]. The financial cost resulting from readmission is estimated 
at $1.8 billion per year [9]. However, it is estimated that 9–59% of unplanned read-
missions are preventable [10–12]. Predischarge identification of patients associated 
with a high risk of readmission could be more cost-effective than postdischarge 
intervention in reducing readmission rates.

Walraven and colleagues developed the “LACE” index, a cross-conditions tool 
that predicts early death or unplanned readmission after discharge from the hospital 
[6]. The authors used a multivariable logistic regression to measure the independent 
association of these factors with early death or unplanned readmission to hospital 
and found that four factors impact death or unplanned readmission: length of stay in 
days (L), acute (emergent) admission (A), comorbidity (Charlson comorbidity 
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Fig. 4.2 Estimated aggregate benefits in millions of dollars, inflation adjusted to 2016 dollars 
(Source: Canada Health Infoway [4])
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index score) (C), and number of visits to emergency department during the previous 
6 months (E). The odds ratios associated with the four factors are shown in the fol-
lowing tables (Table 4.1).

An odds ratio of 1.47 for L means that the odds of death or readmission are 1.47 
times higher after a one unit (day) increase in the length of stay. The same odds 
increase 1.84 times for acute admissions, 1.21 times for each one unit increase in the 
Charlson comorbidity score, and 1.56 times for each additional visit to the emer-
gency department during the previous 6 months.

Fig. 4.3 Example of a data sheet

Fig. 4.4 Example of a pivot table that summarizes data from Fig. 4.3. On the right, we can notice 
the pivot table fields that allow users to control which summaries are being computed and 
displayed
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Had the authors stopped at this point they would have proven the impact of the 
four factors on the risk of readmission, but they would not have produced a practical 
tool to be used in a hospital to predict the risk of readmission. However, the authors 
took one additional step and used a method described by Sullivan and colleagues 
[13] to transform the logistic regression results into a point system called the LACE 
index (see next table). The LACE index is comprised of data on the “Length of stay” 
in the hospital during the current admission, “Acuity of admission” (acute/unplanned 
or not), “Comorbidity of patient” (measured using the Charlson comorbidity index) 
[14, 15], and “Emergency department use” in the 6-month period prior to the cur-
rent admission. In teaching settings, Walraven et al. reported that a 1-point increase 
in the LACE score increased the probability of an unplanned readmission by 18% 
and the probability of early death by 29% [6].

Other work, also in teaching settings, found that patients identified as high-risk 
patients using the LACE tool (LACE score ≥ 10) were readmitted twice as often as 
other patients and had slightly longer lengths of stay [16]. Mixon et al. reported that 
the LACE index is a better predictor of readmission than measures of patient self- 
reported preparedness for discharge [17] (Table 4.2).

The Charlson comorbidity score (C) is calculated as follows: 1 point for a history 
of myocardial infarction, peripheral vascular disease, cerebrovascular disease or 
diabetes without complications; 2 points for congestive heart failure, chronic 
obstructive pulmonary disease, mild liver disease or cancer, diabetes with end-organ 
damage, and any tumor (including lymphoma or leukemia); 3 points for dementia 
or connective tissue disease; 4 points for moderate to severe liver disease or HIV 
infection; and 6 points for metastatic cancer.

Other tools addressing hospital readmission such as the UK Nuffield trust model 
[18] and the Scottish Patients at Risk of Readmission and Admission (SPARRA) 
[19] exist. The UK Nuffield model was developed in the UK to identify patients 
with the highest risk of emergency admission and is based on 88 variables extracted 
from complete hospital and GP systems. SPARRA is a predictive risk stratification 
tool developed in Scotland to evaluate a person’s risk of being admitted to the hos-
pital as an emergency inpatient within the next year. SPARRA holds promise for (a) 
jurisdictions where resources are devoted to a preventive approach to patient man-
agement across the health system and (b) health systems with linked data sets from 
general practice, home and community care settings, pharmacies, and other settings 
that allow risk scores to be calculated for large portions of a population [20]. Many 

Table 4.1 Logistic regression result showing the risk of death or unplanned readmission within 
30 days after discharge (adapted from Walraven et al. [6])

Variable Odds ratio (95% CI)

Length of stay in days (logarithm) 1.47 (1.25–1.73)
Acute (emergent) admission 1.84 (1.29–2.63)
Comorbidity (Charlson comorbidity index score) 1.21 (1.10–1.33)
Visits to emergency department during previous 6 months 1.56 (1.27–1.92)

Note: CI confidence interval
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jurisdictions continue to face considerable barriers to this level of system and data 
integration. In such jurisdictions, focusing on reducing readmission using the 
LACE-rt index remains viable. Both the original LACE index and the LACE-rt 
index scores range from 0 to 19, where a higher score indicates an increased chance 
of readmission or early death.

4.3.2  Classification Application

4.3.2.1  Natural Language Processing Application: Automated Chart 
Review for Asthma

Asthma is one of the most common chronic childhood diseases and is considered to 
be one of the five most burdensome diseases in the United States. Manual review of 
patient charts remains the most accurate method to identify asthma cases despite 
considerable advances in automated approaches, such as natural language process-
ing (NLP), which has been used to mine free-text data in electronic medical records 
(EMRs); however, an automated approach to detecting the disease is needed for 
large-scale studies where manual detection through chart review becomes onerous 
and costly.

The asthma predictive index (API) is a validated criterion to objectively assess 
asthma status and reduce variability in asthma assessment, such as (1) inconsistent 

Table 4.2 LACE score calculation [6]

Attribute Value Points

Length of stay during the current admission <1 0
1 1
2 2
3 3
4–6 4
7–13 5
≥14 7

Acute (emergent) admission Yes 3
No 0

Comorbidity (Charlson comorbidity index 
score)

0 0
1 1
2 2
3 3
≥4 5

Emergency visit (within the last 6 months) 0 0
1 1
2 2
3 3
≥4 4

4.3 Predictive Analytics Applications



64

asthma criteria (physician diagnosis vs. subjective determination based on diverse 
asthma criteria) and (2) ascertainment processes (chart review vs. surveys) [21] 
(Table 4.3).

Kaur et al. explored the potential of NLP methods to classify asthma status at the 
patient level through mining EMRs, particularly to enable automated chart review 
for EHR to determine asthma status in children based on API. Researchers designed 
a cross-sectional study to validate an NLP algorithm for determining asthma status 
based on API [21].

4.3.2.2  Sample

The study sample consisted of two main cohorts of children. The first training cohort 
(n = 87) was used to train the NLP algorithm (NLP-API); it included children born 
between 1998 and 2002 just after the implementation of the EHR at the Mayo Clinic.

The second validation cohort (n  =  427) consisted of a random sample of the 
2002–2006 population-based birth cohort who had been enrolled in a previous 
asthma study and had medical records mainly at the Mayo Clinic. It was used to test 
and validate the NLP algorithm.

4.3.2.3  Input Attributes

The API index criteria were extracted from many sources: patient-provided informa-
tion, free-text physician data, and laboratory data. The parents’ asthma information 
(major criteria) was identified from the family history section of the patient’s chart 
and patient-provided information. Eosinophil values were extracted from the lab 
data when present. Finally, the diagnosis of eczema (major criteria), allergic rhinitis 
(minor criteria), and wheezing (minor criteria) were extracted from clinical notes.

4.3.2.4  Training Phase

Researchers developed expert rules to classify patients based on the API criteria. 
The algorithm was developed using the open-source NLP pipeline MedTagger 
(https://sourceforge.net/projects/ohnlp/files/MedTagger/) developed by the Mayo 
Clinic and used the training cohort data (Fig. 4.5).

Table 4.3 Asthma predictive index

Major criteria Minor criteria

  1. Physician diagnosis of asthma for 
parents

  1. Physician diagnosis of allergic rhinitis for 
patient

  2. Physician diagnosis of eczema for 
patient

  2. Wheezing apart from colds
  3. Eosinophilia (≥4%)

4 Healthcare Analytics Applications
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4.3.2.5  Validation Phase

The asthma status of the validation cohort was determined based on API and using 
a manual chart review (CW), and the results were compared to their status based on 
the NLP-API. In other terms, this process measures criterion validity that reflects 
the extent to which a measurement (e.g., NLP-API classification) is related to an 
outcome (e.g., diagnosis of asthma).

Researchers calculated the agreement rate, Kappa index, sensitivity, specificity, 
positive predictive value (PPV), and negative predictive value (NPV) for concor-
dance between NLP-API and manual chart review in terms of asthma status.

4.3.2.6  Results

The final algorithm developed by researchers was able to predict asthmatic status in 
patients with a sensitivity value of 86% and a specificity value of 98%. Furthermore, 
the algorithm had a positive predictive value of 88% and a negative predictive value 
of 98%. Study findings suggest that the NLP algorithm for API mining from EHR 
was feasible and valid. Future development of the NLP-API algorithm could sup-
port population health surveillance and large-scale clinical studies focusing on 
asthma [21].

Patient
Provided

Information
Patients Asthma Aggregation

Information
Extraction

API

Eosinophilia
Yes or No

NLP

Lab

Clinical Notes

Medical concept
Assertion
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Fig. 4.5 Overview of NLP-API algorithm (adapted from [21])
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4.3.3  Clustering Application

4.3.3.1  K-Means Application: Cluster Analysis of Rehabilitation Service 
Users [22]

Canada’s aging demographics have resulted in increased pressure to limit additional 
costs to the healthcare system. One of the primary initiatives funded by the Ontario 
government in recent years to address this burden is increased accessibility to home- 
based care.

Rehabilitation therapies have demonstrated effectiveness in enabling autonomy 
and independence for seniors receiving care in the home setting.

Research in the field focused on measuring health and service needs by identify-
ing predictors and risk factors leading to service use, institutionalization, functional 
improvement/decline, and mortality of the aging population. However, the elderly 
have differing multiple chronic diseases, medical conditions, and prescription medi-
cations. Hence, researchers have suggested exploring patient heterogeneity to obtain 
unbiased model outcomes when making uniform policy recommendations for a het-
erogeneous aging population by using the K-means algorithm to uncover previously 
unidentified patterns of clinical characteristics and to create client profiles for dif-
ferent subgroups of elderly receiving homecare.

Researchers sought to explore the heterogeneity of homecare recipients who 
receive rehabilitation therapies using a K-means cluster analysis. They used data 
collected between April 2005 and August 2008 from the Resident Assessment 
Instrument—Home Care (RAI-HC) and a variety of assessment items, including 
demographic information, service use, and physical function. The data of 150,253 
persons who had received rehabilitation services within the first 3 months of their 
assessment were used in this analysis. The study also used service outcome data 
(e.g., hospitalization, mortality, successful completion of homecare plans) that were 
collected a year after each client’s first homecare assessment [22].

All variables, except for age, were dichotomized (transformed into two catego-
ries) for the cluster analysis. Researchers used the FASTCLUS procedure in SAS 
version 9.1 to conduct the analysis. The input of the algorithm consisted of 37 vari-
ables and included the following:

 1. Activities of daily living (ADLs)
 2. Instrumental activities of daily living (IADLs)
 3. Disease diagnoses
 4. Changes in health
 5. Health instability outcome measures
 6. Age

Seven main clusters were identified, and these outcomes are identified below:

 1. Dependent and immobile clients with cognitive problems (9%)
 2. Dependent but mobile clients with cognitive problems (23%)
 3. Primarily women clients requiring assistance with IADLs and some ADLs (14%)
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 4. Primarily women clients requiring assistance with IADLs (15%)
 5. Clients requiring assistance with IADLs and bathing (19%)
 6. ADLs independent cognitively intact younger clients (10%)
 7. Clients who live alone and require some assistance with housework and bathing 

(10%)

Each of these clusters has different activities of daily living (ADLs); Changes in 
Health, End-Stage Disease, and Signs and Symptoms Scale (CHESS) values; instru-
mental activities of daily living (IADLs); occupational therapy (OT); and physical 
therapy (PT) needs.

Study findings demonstrated the diversity of the senior population who receive 
rehabilitation services in the home and how these users can be segmented into 
homogenous clusters that share key patient traits [22].

4.3.4  Dimensionality Reduction Application

4.3.4.1  Principle Component Analysis (PCA) Application: Delineation 
Between Different Components of Chronic Pain

In healthcare, pain experiences are traditionally measured using psychometric mea-
sures, such as scales and questionnaires. These psychometric measures have consid-
erable overlap because pain-related processes have closely interlinked affective and 
modulatory processes in the nervous system. To help clarify what relationships exist 
between neural processes and questionnaire responses, the medical community has 
often turned to neuroimaging studies to understand the complexities of pain percep-
tion. The present study explored the ability of dimension reduction methods, specifi-
cally principal component analysis (PCA), to delineate different components of 
chronic pain. The sample consisted of validated questionnaires and fMRIs (functional 
magnetic resonance images) of 38 postmenopausal patients who were suffering from 
osteoarthritis of carpometacarpal joints. Study data originated from previously con-
ducted studies, and no additional consent was required for the current study. 
Questionnaires to measure psychometrics, personality traits, and pain-related assess-
ment were used including the McGill Pain Questionnaire (pain), the Beck Depression 
Inventory (depression), the Spielberger State-Trait Anxiety Inventory (anxiety), the 
Eysenck Personality Questionnaire (personality traits), the Patient- Rated Wrist and 
Hand Evaluation: PRWHE (hand and wrist pain), and patient MRI data [23].

Dimension reduction was performed using principal component analysis (PCA) 
and oblique rotation. PCA is a mathematical algorithm that transforms a number of 
correlated variables into a smaller number of uncorrelated variables called principal 
components [23].

Two principal components were identified, and they accounted for 73% of the 
total variance; hence, they explained much of the pain experience. Component 1 
accounted for 49.7% of the total variance in the data and was highly related to the 
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PRWHE scores and to all elements of the McGill pain scores, which denoted similar 
sources of variance for the PRWHE and McGill scores.

Component 2 was found to be related to psychological traits and accounted for 
23.2% of the total variance. Because these are the two components that explain 
almost 95.2% of the variation in the data, researchers decided to investigate the 
relationship between these components and the blood flow in the brain instead of 
investigating relationships between all data that were originally available [23].

4.4  Prescriptive Analytics Application

Prescriptive analytics go beyond prediction to prescribe an optimal course of action 
to reach a certain goal based on predictions of future events. A simple example 
would be an app that predicts the time duration of a journey from a current location 
to certain destinations if the App is equipped with prescriptive analytics, then it can 
prescribe the shortest path/way to reach the destination after comparing several 
alternative routes.

4.4.1  Prescriptive Analytics Application: Optimal In-Brace 
Corrections for Braced Adolescent Idiopathic Scoliosis 
(AIS) Patients

Brace treatment is a common nonsurgical treatment for adolescent idiopathic sco-
liosis (AIS). The objective of a brace designer is to achieve the maximum possible 
in-brace curve correction; however, the target corrections are approximately 50%. 
Each patient is unique; hence, customizing brace treatment per patient is supposed 
to enhance the treatment results. A study by Chalmers et al. applied prescriptive 
analytics to obtain customized recommendations for correction and tested their 
efficacy.

Retrospective data for 90 AIS patients who had brace treatment (60 full-time and 
30 nighttime braces) from 2006 to 2013 were collected. Researchers used a predic-
tive modeling technique that considered the (1) patient age, (2) the Cobb angle (a 
measure of the curvature of the spine), (3) the scoliometer measurement, and (4) 
in-brace correction to predict whether the patient’s major Cobb angle will progress 
(become worse), improve, or remain neutral during treatment.

The model predicted progression of the major Cobb angle (progress, improve, or 
neutral) for in-brace corrections ranging between 20% and 160% for each patient. The 
known progression rates stored in the patient charts were then compared to the pre-
dicted progression rates based on the prescribed (recommended) in-brace corrections.

In 37% of cases, the correction automatically prescribed by the model was less 
aggressive (i.e., more comfortable and desirable) than the actual correction applied 
to the patient, without compromising the treatment outcome.

4 Healthcare Analytics Applications
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The statistical analysis showed significantly fewer (26% less) progressive cases 
if one would have followed the prescriptive analytics suggestions in comparison 
with the actual corrections observed in the charts. One of the most important find-
ings was that the patient whose prescribed correction was less than the applied cor-
rection showed an increased progression if the patient had followed the prescriptive 
model. This study suggests that prescriptive analytics can improve health outcomes 
for braced adolescent idiopathic scoliosis (AIS) patients.

4.5  Conclusion

Applications of analytics in healthcare are increasing. The wide range of these 
applications is remarkable, and their accuracy is promising in most cases and aston-
ishing in some cases. The future will bring progress in terms of accuracy and the 
number of fields where analytics are applied. The advancement of machine learning 
tools and prescriptive analytics raises many questions regarding the future of some 
jobs (as we will see in Chap. 6) and the impact on the work processes and health 
outcomes. The impact has yet to be studied.
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Chapter 5
Data Visualization

Abstract This chapter introduces the concept of data visualization and its role in 
helping readers understand and interpret data and spot valuable information such as 
trends and exceptions. The different graphical elements and charts are introduced 
with examples of healthcare visualizations created using different software tools. 
This chapter overviews the key relationships in data that can be displayed and high-
lighted in graphs. The chapter then covers infographics and dashboards, which are 
visualization-rich tools that are increasingly being used in the healthcare industry. 
The chapter ends with guidelines for building good visualizations, an outline of 
software tools that can be used for creating visualizations, a conclusion, and a list of 
references.

Keywords Data visualization · Graphs · Charts · Graphical objects · Relationships 
· Infographics · Dashboards

Objectives
At the end of this chapter, you will be able to:

 1. Understand how data are visualized via graphs and charts
 2. Identify the basic objects in a graph and their characteristics
 3. Understand how different charts can be used to represent different types of rela-

tionships embedded in the data
 4. Understand how infographics can be used for storytelling and dashboards for 

monitoring and managing an organization
 5. Identify some key guidelines for effective visualizations
 6. Understand how analytics software supports data visualizations

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04506-7_5&domain=pdf
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5.1  Introduction

Visualization via charts, graphs, and images is an effective and efficient way to 
interpret and understand data and help spot valuable information such as patterns, 
trends, and anomalies [1]. The reason is that graphs, unlike tables and written text, 
are primarily visual in nature, and approximately 70% of our sense receptors are 
dedicated to vision [2].

While the invention of data visualization may not be easily attributed to one 
individual, William Playfair (1759–1823) is generally viewed as the inventor of 
many common graphical forms, such as bar and pie charts [3]. Of his well-known 
visualizations is his balance of trade and chart of the national debt of England 
(Fig. 5.1).

Another classic example of an old visualization is the illustration of Napoleon’s 
failed Russian campaign of 1812 by Charles Minard (Fig. 5.2). The graph displays 
the number of French soldiers marching towards and then retreating from Moscow, 
overlaid on top of a map. The thickness of the band is representative of the number 
of soldiers, which decreased as the army moved from France on the right to Russia 
on the left. Underneath the map is a line chart displaying the temperature that sol-
diers faced as they moved during the campaign.

In the remainder of this chapter, we introduce the basics of data visualizations, 
including a taxonomy of basic graphical objects and charts and their uses. We include 
a number of healthcare visualizations we generated with three different  software 

Fig. 5.1 William Playfair’s balance of trade and chart of national debt of England
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packages using different sources of open data. We also cover infographics and dash-
boards, which are visualization-rich tools that are increasingly being used in the 
healthcare industry. We finish with guidelines for building good visualizations.

5.2  Presentation and Visualization of Information

The type of data sometimes dictates the type of graph that can or cannot be used. As 
a quick reminder, data are broken into two types: quantitative and categorical. 
Quantitative values measure things and consist of a quantity and unit of measure 
(e.g., 300 km). Categorical data divide information into useful groups and are nomi-
nal (e.g., fall, winter, spring, summer), ordinal (e.g., low, medium, high), interval 
(e.g., 0–9, 10–19, …), and hierarchical (e.g., year, quarter, month, week, day). In 
many cases, the type of data dictates the type of graph and visualization to be used.

5.2.1  A Taxonomy of Graphs

Of the different available taxonomies of graphs, we will follow the one proposed by 
Stephen Few [2], a well-known expert in data visualization. According to Few, 
quantitative data can be basically represented in graphs by the following six basic 
objects: points, lines, bars, boxes, shapes with varying 2-D areas, and shapes with 
varying color intensity.

A point is a simple dot on a graph representing two values, one on each axis and 
is referred to as a scatterplot (Fig. 5.3). Scatterplots are used when the values do not 
start at zero. They give a general idea about the distribution of the data and are useful 
in highlighting relationships such as correlations and in detecting data outliers [1, 2].

Fig. 5.2 Napoleon’s failed Russian campaign of 1812 by Charles Minard
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A line connects a series of values in a graph and is a good representation of how 
values change over time (called a time series) [1] (Fig. 5.4). It is also used to display 
a trend in a scatterplot (Fig. 5.5) [2].

A bar is a rectangle that encodes quantitative information by its length. Bars are 
easy to see and compare and should always begin at the value zero [2]. Vertical bars 
are referred to as columns (Fig. 5.6).

A box is also rectangular but encodes a wide range of values, such as the mini-
mum, maximum, and median values (Fig. 5.7). They are used most often to com-
pare the distribution of different data sets [2].

Shapes with 2-D areas represent values in proportion to their area rather than 
their location on the graph. A popular example is the pie chart (Fig. 5.8), where each 
sector of the pie represents a percentage of the whole. However, despite its frequent 
use, a pie chart is not recommended when the compared values are close or when 
there are many categories or sectors to compare [1, 2].

Another example of shapes with 2-D areas is the bubble, which is a scatterplot 
that quantifies three values, two by their relative location on each axis and the third 
by the size of the bubble. A fourth variable can be quantified by applying variable 
intensities of the same color to the bubbles [2] or simply by using different colors 
(Fig. 5.9).

Fig. 5.3 This example of a scatterplot shows the total number of deaths by different causes in 
California from 2012 to 2016. With a scatterplot, you can easily and quickly identify, for example, 
the top three causes of deaths and their numbers. This graph was generated using Tableau software 
and the California Department of Public Health Open Data [4]

5 Data Visualization
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5.2.2  Relationships and Graphs

Graphs are used to display relationships in data by giving them shapes. There are 
eight main types of relationship graphs that are typically used: time series, ranking, 
part-to-whole, deviation, distribution, correlation, geospatial, and nominal compari-
son [2]. Time series graphs show how something changed (increased, fluctuated, 
declined…) over time (e.g., Figs. 5.4 and 5.5). Graphs display ranking relationships 
such as larger than, smaller than, and equal to, sorted in increasing or decreasing 
order (Fig. 5.6 though not sorted). Graphs display part-to-whole relationships by 
showing how individual values make up the whole of something (for example, by 
percentage or rate of total) and how they compare to each other (Figs. 5.6 and 5.8). 
Deviations represent how one or more sets of values differ from a reference set of 
values (Fig. 5.10) [2].

A distribution represents how values are distributed across an entire range, from 
the lowest to the highest and is called a frequency distribution when it shows the 
number of times something occurs. When bars are used, it is referred to as a histo-
gram (Fig. 5.11) [2].

Fig. 5.6 This example of a bar graph, also called a column chart, displays the number of cancer 
cases in Canada by age group and sex (1992–2015). It is called a stacked bar chart because it is a 
combination of more than one data set [1]. The graph clearly highlights which age groups and sex 
are more susceptible to the disease and shows a pattern or relationship between cancer, age, and 
sex. This graph was generated using Tableau software and Statistics Canada data [7]

5.2 Presentation and Visualization of Information
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A graph displays a correlation when it shows whether two sets of values vary 
(increase, decrease, follow) in relation to each other, positively or negatively and to 
what degree (e.g., Figs. 5.5, 5.6, and 5.10). Geospatial relationships between values 
are displayed by plotting them on a map (Fig. 5.12). Finally, a nominal comparison 
is the simple display of a set of discrete quantitative values so that they can be easily 
read and compared (e.g., Fig. 5.3) [2].

To display a specific relationship graphically, different objects and types of 
graphs can be used, with some being more adequate for the task than others while 
others should be avoided. Table 5.1 is a summary of the recommended graphical 
objects used to display each type of relationship described above.

In addition to the visualizations shown so far, there is an infinite number of 
advanced visualizations that are very popular and useful. Below are some additional 
examples of popular or interesting advanced visualizations.

There are infinite additional ways to visualize data and information. What has 
been covered so far in this chapter is an introduction to the basic and most popular 
visualizations. To view additional examples of interesting and rich visualizations, you 
can explore numerous sources such as the Information is Beautiful website (https://
informationisbeautiful.net/) and Tableau’s public gallery (https://public.tableau.com/
en-us/s/gallery). A number of excellent interactive healthcare visualizations can be 
found at the website of The Institute for Health Metrics and Evaluation (IHME), 

29k
Death by heart disease in Canada by sex (2000-16)

28k

27k

26k

25k

24k

23k

22k
2000-16
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Females
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Fig. 5.7 This example of a box graph, known as a box plot, represents death by heart disease by 
sex in Canada (2000–2016). Each box displays the minimum, first quartile, median, third quartile, 
and maximum values in the data set. This graph was generated using SAP Lumira software and 
Statistics Canada data [6]
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Fig. 5.8 This example of a pie chart depicts the proportion of the top six causes of death of 
Canadian males (2000–2016). Note that the percentages add up to 100% of the deaths by the six 
causes and exclude the many other causes of death. This graph was generated using Microsoft 
Excel software and Statistics Canada data [6]

Fig. 5.9 This example of a bubble chart displays the average life satisfaction level (Y-axis) and 
work stress level (bubble size), by age group (X-axis) and sex (color) in Canada (2012). Among the 
visual observations are that after a certain age, females have a lower life satisfaction and higher 
stress level but that there is no clear relationship between life satisfaction and work stress in gen-
eral. This graph was generated using Tableau software and Statistics Canada data [8]

5 Data Visualization
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which is an independent global health research center at the University of Washington 
(http://www.healthdata.org/results/data-visualizations). Two examples can be found 
in Figs. 5.13 and 5.14. Most visualizations are interactive with filters that allow the 
viewer to select from a variety of graph types, regions, dates, diseases, etc. Some are 
also dynamic and display data evolving over a period of time.

Fig. 5.10 This graph represents the number of deaths by assault in Canada by age group and sex 
(2000–16). It shows a clear deviation for males, compared to females, for the 15- to 29-year-old 
age groups. This graph was generated using Tableau software and Statistics Canada data [6]

Fig. 5.11 This example of a histogram displays the distribution of the five levels of self-perceived 
work stress in Canada in a 2012 survey. The highest number of respondents reported that they feel 
“a bit” stressed at work, while the lowest number felt “extremely” stressed. This graph was gener-
ated using Tableau software and Statistics Canada data [8]

5.2 Presentation and Visualization of Information
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5.3  Infographics

The term infographics is an abbreviation of “information graphics.” They are a com-
bination of data visualizations, text and images, presented in a logical manner simi-
lar to storytelling, and are used to convey information and messages in an attractive 
and easy to understand format [1, 10]. Infographics use many different visual cues 
to convey information. With the overwhelming amount of data and content gener-
ated and shared online, infographics have become very important due to their ability 
to present information to an audience in a way that can capture and keep the audi-
ence’s attention, engage it, and aid in the comprehension and retention of the mate-
rial [11]. Infographics are used in multiple disciplines, such as public policy, 
journalism, business, and politics. In the healthcare field, infographics are used for 
health communication and engagement, particularly to support comprehension 
among individuals with low health literacy [12]. They are helpful tools for commu-
nicating key messages clearly, challenging people’s thinking, and changing behav-
iors and attitudes [10]. Figure 5.15 shows two examples of health infographics. The 
first one was created by the Canadian government (https://www150.statcan.gc.ca/
n1/pub/11-627-m/11-627-m2017034-eng.htm) to inform the public of its new 24-h 
movement guidelines for children and youth [13]. It includes general information, 
basic statistics about the current physical activity levels in the country, and the fac-
tors that can increase them, all in a simple, clear, easy to understand, and visually 
stimulating fashion for both parents and young people. The second example is an 

Fig. 5.15 Examples of Infographics (Source: Statistics Canada and National Center for Health 
Statistics [14, 18])

5.3 Infographics
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infographic of the annual report on health in the United States produced by the 
National Center for Health Statistics (https://www.cdc.gov/nchs/hus/spotlight/2017-
december.htm). It presents an overview of national health trends in the USA and 
covers topics such as teenage childbearing, tobacco use, suicide deaths, and obesity 
[14]. Unlike the first example, this infographic is designed and formatted for profes-
sionals and politicians.

In general, health infographics are designed without complex medical terminol-
ogy, allowing the public to understand the message without explanation from health 
professionals [10]. A study on the design of infographics for engaging community 
members with varying levels of health literacy found that successful designs are rich 
in information but without distracting details. They support comparison, between 
treatments, for example, with a clear recommendation. They provide valuable con-
textual information and use familiar color and symbolic analogies such as the bat-
tery charging level to represent a patient’s sleep and energy levels [12].

5.4  Dashboards

The dashboard, which we introduced in Chap. 1, is “a visual display of the most 
important information needed to achieve one or more objectives, consolidated and 
arranged on a single screen so the information can be monitored at a glance” [15]. 

Fig. 5.16 Example of a patient satisfaction dashboard (Source: Datapine.com [19])

5 Data Visualization
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Dashboards can be used, for example, to monitor key hospital performance indica-
tors, such as patient satisfaction, average wait times, readmission rates, and average 
hospital stay (Fig. 5.16). More examples of healthcare dashboards can be found in 
Chap. 1 of this book and at websites of business intelligence companies such as 
Datapine (https://www.datapine.com/dashboard-examples-and-templates/healthcare) 
and Sisense (https://www.sisense.com/dashboard-examples/healthcare/).

Dashboards can be broken down into three roles: strategic, analytical, and opera-
tional. At the executive level of an organization, such as a hospital, dashboards sup-
port long-term strategic decisions and focus on high- level measures of performance, 
including future forecasts. They tend to be simple and not interactive and do not 
require real-time data updates. Dashboards that support data analysis demand rich 
comparisons, more extensive history, and interaction with data such as drilling 
down for more details. They can help detect patterns in the data to identify the 
causes of problems, for example. Similar to the strategic dashboards, they work 
with static, not real-time, data. Finally, operational dashboards are dynamic and 
immediate in their nature. They present real-time data in a simple way but also have 
the means to attract attention in cases when an operation falls outside the range of 
the acceptable threshold of performance [15].

Fig. 5.17 Visualization with Microsoft Excel

5.4 Dashboards
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5.5  Data Visualization Software

The creation of appealing and beautiful visualizations can be achieved with a very 
large number of software tools starting with the common Microsoft Excel. Today, 
Excel can create many different basic charts and graphs, such as columns and lines 
and complex charts and graphs, such as treemaps and waterfalls. It can also create 
combinations of charts such as clustered columns and lines (Fig. 5.17). For the nov-
ice user, Excel recommends the most appropriate charts to use based on the data 
selected in the spreadsheet.

Business analytics tools such as Tableau Desktop and Lumira by SAP provide a 
very large number of visualizations that are easy to use and do not require technical 

Fig. 5.18 Tableau analytics tool interface with the Show Me button
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knowledge. Most of the work done is via simple point, click, and drag with the 
mouse. These advanced analytics tools can also interpret the data to identify dimen-
sions and measures, which are comparable to the categorical and quantitative data 
discussed earlier in the chapter. The charts to use are recommended based on the 
data available. Tableau Desktop, for example, has a Show Me button (Fig. 5.18) that 
highlights the available charts that can be used based on the data and makes sugges-
tions for using them. Such tools also allow you to easily create presentations, info-
graphics by combining different charts, and dashboards connected to dynamic data 
sources.

While we have discussed Tableau, SAP Lumira, and Microsoft Excel in this 
chapter and used them to generate the visualizations above, it is important to note 
that there are many large software companies, such as SAS and IBM, and relatively 
smaller niche players, such as QlikView, that have software with remarkable visual-
ization capabilities. An article in Forbes magazine lists Tableau, QlikView, 
FusionCharts, Highcharts, Datawrapper, Plotly, and Sisense as the best data visual-
ization tools available in 2017 [16]. Another article by PC Magazine lists Microsoft 
Power BI, Tableau Desktop, and IBM Watson Analytics as the three best data visu-
alization tools in 2018 [17].

5.6  Conclusion

Data visualization is a critical capability for understanding and interpreting com-
plex data and relationships. Graphs and charts can tell a story, highlight trends, 
identify outliers and deviations, make comparisons and more, in a simple and effec-
tive way. There are many types of graphs and charts available and selecting the one 
that best matches the data, and the questions you are trying to answer is crucial. Bad 
visualizations are difficult to understand and can distort what the data are trying to 
tell us. Today, it is easy to create very rich visualizations using modern analytics 
tools with simple point and clicks; however, it remains critical to have a good under-
standing of the data to select the best visualization and be able to interpret it.
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Chapter 6
Future Directions

Abstract This concluding chapter focuses on three trends that will affect the future 
direction of healthcare analytics. Artificial intelligence (AI), which was covered 
earlier, will be revisited along with the Internet of Things (IoT). The chapter then 
introduces the concept of big data with its characteristics, known as Vs. The chapter 
then covers key benefits that are expected from big data analytics in the healthcare 
industry. The chapter touches upon some ethical concerns, future trends, sugges-
tions for experimenting with healthcare analytics demos, a conclusion, and a list of 
references.

Keywords Artificial intelligence (AI) · Machine learning · Internet of Things 
(IoT) · Big data · Ethics

Objectives
At the end of this chapter, you will be able to:

 1. Understand the main trends in analytics applications in healthcare
 2. Identify the different domains where AI is expected to have an impact
 3. Understand the IoT
 4. Appreciate the impact of the IoT on healthcare
 5. Understand current and future directions of big data analytics in healthcare
 6. Identify ethical challenges that these trends have

6.1  Introduction

Healthcare analytics have significantly advanced in the last few years and are 
expected to continue a trajectory of increased adoption and impact. We will describe 
three developments in this chapter that will contribute to this growth: artificial intel-
ligence (AI) and machine learning, the Internet of Things (IoT), and big data 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04506-7_6&domain=pdf
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analytics. Each development or trend will have a significant impact on the health-
care industry. AI, for example, is expected to support high-quality and integrated 
clinical decision-making in the domain of diagnosis. IoT, for example, will facilitate 
the generation of unprecedented amounts of data that will increase our knowledge 
and ability to make informed decisions. This unprecedented amount of data is part 
of what is known as big data. Big data, coupled with advanced analytics, will open 
the door for new applications such as precision individualized medicine. The three 
trends and their potential impact will be described in more detail below.

6.2  Artificial Intelligence and Machine Learning Trends

AI aims at mimicking human cognitive abilities and can be applied in a variety of 
fields in the healthcare field. To illustrate the advances in AI, we can look at a well- 
known domain of applications: gaming. In May 1997, IBM supercomputer Deep 
Blue used AI techniques to defeat world champion chess player Gary Kasparov 
(Fig. 6.1).

Fig. 6.1 Deep blue, By 
James the photographer 
[CC BY 2.0 (https://
creativecommons.org/
licenses/by/2.0)], via 
Wikimedia Commons
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On March 9, 2016, Google AI software, Google DeepMind “AlphaGo,” defeated 
the 17-time world champion Lee Sedol in one of the most complex games ever cre-
ated, the Go board game [1]. However, in 2017, “AlphaGo Zero,” an enhanced ver-
sion of AlphaGo, not only beat AlphaGo but also learned the game by itself (e.g., 
unsupervised learning) without data from human-played games [2].

AI techniques such as machine learning algorithms can be used for structured 
and unstructured healthcare data. Artificial neural networks, deep learning, support 
vector machines, and natural language processing all have applications in the 
healthcare field, as we observed in Chap. 4. AI can assist physicians, radiologists, 
and radiotherapists in making better-informed decisions in the workplace, benefit-
ing patients and enhancing health outcomes.

There have been many advances in AI applications in healthcare to the extent that 
a debate has arisen regarding the future of radiologists and whether they will be 
replaced with AI software [3]. During the last few years, AI has been used often in 
the domain of diagnosis, specifically in diagnosis imaging [4], genetic testing, and 
electrodiagnosis [5].

AI healthcare applications fall into two categories. The first category uses 
machine learning techniques to analyze structured data (e.g., images, demograph-
ics) to infer the probability of disease outcomes or to perform patient clustering 
based on certain characteristics [6]. The second category uses NLP to process 
unstructured data to provide new insights that can add to structured data [7]. Most 
of the current AI literature focuses on neurology [8], oncology, and cardiovascular 
diseases. For example, IBM Watson proved to be reliable for oncology [9, 10], deep 
learning algorithms can precisely identify head CT scan anomalies necessitating 
urgent attention [11], and the performance of the software based on machine learn-
ing systems is comparable to experienced radiologists.

Most likely, we will see the development of new statistical approaches tailored to 
specific problems in healthcare, such as medical imaging [4]. AI is poised to improve 
operational performance and efficiency, supporting high-quality and integrated clin-
ical decision-making, enabling population health management, and empowering 
patients and individuals [12].

6.3  Internet of Things (IoT)

The International Telecommunication Union defines the Internet of Things (IoT) as 
“a global infrastructure for the information society, enabling advanced services by 
interconnecting (physical and virtual) things based on existing and evolving interop-
erable information and communication technologies” [13].

The IoT is the result of many innovations that ultimately created the infrastruc-
ture (hardware, software  and standards) to enable global seamless connectivity. 
Apple’s invention of the first smartphone (i.e., the iPhone) in 2007 can be consid-
ered a crucial event in the IoT pathway [14], as it allowed global individual mobile 
connectivity and enabled mobile global group connectivity. The total number of 

6.3 Internet of Things (IoT)
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smartphone subscriptions reached 4.3 billion in 2017 and is expected to reach 7.2 
billion in 2023 according to Ericsson mobility [15].

Additionally, technologies such as radio-frequency identification (RFID) (that 
enables automatic RFID-tagged object tracking), cloud computing, microbots 
(micro-robots), and artificial intelligence and machine learning have allowed the 
collection of unprecedented amounts of data, aggregating, analyze and communi-
cating the resulting information and knowledge on a large scale. The IoT emerged 
from the integration of these technologies, creating immense opportunities in 
healthcare and other fields but also immense challenges related to privacy and secu-
rity and also to health and well-being: a person hacking a pacemaker is a serious 
health hazard and challenge in an interconnected world of “things.” In 2017, the US 
Food and Drug Administration (FDA) recalled approximately 500,000 pacemakers 
due to vulnerability to hacking [16].

6.4  Big Data Analytics

Today, we live in the era of big data. There is no unique or universal definition of big 
data, but there is a general agreement that there has been an explosion of data gen-
eration, storage, and usage [17]. Big data is a popular term used to describe the 
exponential growth, availability, and use of information, both structured and 
unstructured [18]. These data come from daily business transactions at banks and 
retailers, for example, from sensors such as security cameras and monitoring sys-
tems, from GPS systems on every mobile phone, from content posted on social 
media such as YouTube videos, and from many more ubiquitous sources. Big data 
in the healthcare field comes from medical devices such as MRI scanners and X-ray 
machines, sensors such as heart monitors, patient electronic medical and health 
records, insurance providers’ records, doctors’ notes, genomic research studies, 
wearable devices, and many more [19]. In August 2018, it was announced that 
Fitbit, a manufacturer of wearable activity trackers, had collected 150 billion hours’ 
worth of heart rate data from tens of millions of people from all over the world. 
These data also include sex, age, locations, height, weight, activity levels, and sleep 
patterns. Moreover, Fitbit has 6 billion nights’ worth of sleep data [20].

There are multiple factors behind the emergence and growth of big data, and they 
include technological advances in the field of information and communication tech-
nology (ICT), where computing power and data storage capacity are continuously 
increasing while their cost is decreasing. The increased connectivity to the Internet 
is another major factor. Today, most people have a mobile device, and many modern 
pieces of equipment are connected to the Internet.

Big data is generally characterized by the 4 Vs: volume, variety, velocity (intro-
duced originally by the Gartner Group in 2001), and veracity (added later by IBM) 
[21]. Multiple additional Vs were introduced later, including validity, viability, vari-
ability, vulnerability, visualization, volatility, and value [17, 21, 22]. We will describe 
the key terms below. Volume is the most defining characteristic of big data. The 
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volume of data generated is increasing exponentially, and new units of measure have 
been created, such as zettabytes (1021), to accommodate this increasing volume of 
data. According to IDC, a market-research firm, the data created and copied in 2013 
was 4.4 zettabytes, and this number is projected to exponentially increase to 44 
zettabytes in 2020 and 180 zettabytes in 2025 (Fig. 6.2) [21, 23]. Examples of large 
volumes of data are the 20 terabytes (1012) of data produced by Boeing jets every 
hour and the one terabyte of data that is uploaded on YouTube every 4 min [24].

Variety refers to the different forms of big data, such as text-in patient medical 
records, images from X-ray machines, videos from MRI scanners, location data from 
GPS systems, and other formats, for example, from wearable wireless health moni-
tors. Velocity refers to the very high speed at which big data are continuously being 
generated, for example, from medical devices and monitors in hospitals’ intensive 
care units. It is critical for such data to be generated and analyzed in real time. Finally, 
veracity represents the high level of uncertainty and low levels of reliability and truth-
fulness of big data [17, 21, 25]. Data can be biased, incomplete, or filled with noise; 
indeed, healthcare data scientists and analysts spend more than 60% of their time 
cleaning the data [21]. These characteristics of big data represent challenges for any 
company or industry. Some of the challenges are technical, such as being able to ana-
lyze the large volume of data, generating very rapidly, and in many different formats. 
Other challenges may be administrative, such as the reliability of the data. Nevertheless, 
big data analytics provide many opportunities for the healthcare industry.

Big data analytics are expected to significantly improve healthcare benefits and 
reduce costs. Among the major potential advantages of big data analytics are person-
alized healthcare to identify best-fit and cost-effective treatment, predictive disease 

Fig. 6.2 Exponential increase in the volume of big data (actual and projected) based on an IDC 
study

6.4 Big Data Analytics



96

management and early intervention, readmission rate reduction, management of 
pharmacy costs and outcome, identification of patients with a high risk of depen-
dence on drugs or developing chronic diseases, prediction of missed appointments 
and noncompliance with medication based on health and socioeconomic data, 
improved monitoring, improved coordination between health providers, combating 
fraud and verifying the accuracy of insurance claims, and many more [19, 26]. A 
well-known example of big data analytics in healthcare is the Google Flu Trends. 
Based on the large volume of data from individuals searching for information about 
influenza when they are sick, Google is able to detect trends and estimate the current 
flu outbreak levels in the USA and other regions. Not only is Google’s estimate 
highly accurate, but it is also 2 weeks faster than the traditional method used by the 
US Centers for Disease Control [27]. Another big data example is the data collected 
by Fitbit, a manufacturer of wearable health tracking devices, which includes pulse 
rate data collected continuously day and night, for months and years from tens of 
millions of people in 55 countries. These data are in contrast to the very limited heart 
rate data collected occasionally during visits to the doctor or the hospital. These data 
include resting heart rate (RHR), which is an informative metric in terms of health, 
fitness, and lifestyle that has been linked to early death and diabetes. The Fitbit big 
data have shown an association between high RHR and low body weight. It also 
revealed, contrary to popular belief, that the positive effect of exercise on RHR 
tapers off after a couple hundred minutes of exercise per week and does not continue 
to increase, that exercise can lower RHR at any age, including the elderly and that 
7.25  h of sleep, and not 8  h as previously thought, are optimal for heart health. 
Finally, the data show a variation in the outcomes based on the country where the 
individual is from [20].

6.5  Ethical Concerns

The ability of information technology to collect, analyze, transfer, and store massive 
amounts of health-related data has given rise to several concerns. The first major 
concern is the risk to data security from hackers and data breaches. In the past few 
years, healthcare data breaches have grown in size and frequency, with the largest 
breach affecting almost 80 million people. The exposed data were highly sensitive 
and included patients’ identifying information, health insurance information, and 
medical histories [28]. In addition to hacking databases and stealing data, criminals 
may be able to remotely access certain medical devices, such as implantable cardiac 
pacemakers, if they have IoT capabilities but lacks cybersecurity and cause serious 
physical harm to patients [16]. Another major concern is related to privacy and the 
risk that sensitive personal information may be improperly accessed or shared. The 
personal records of hundreds of high school students in Australia were mistakenly 
published on their school’s intranet, including medical and mental health condi-
tions, learning disabilities, behavioral difficulties, and medications used [29]. Other 
ethical concerns and questions will arise with advances in healthcare analytics. For 
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example, can insurance companies deny coverage for individuals whose data predict 
that they will develop certain illnesses or behavioral problems in the future? Who 
will be held responsible if artificial intelligence makes erroneous decisions? These 
and other questions do not have a clear answer. While the benefits of healthcare data 
analytics are evident and their adoption will continue to increase, it is important to 
find the proper safeguards and policies to protect the data and ensure its ethical use.

6.6  Future Directions

In this section, we list some healthcare analytics trends that experts in the field pre-
dict will occur in the near future. Artificial intelligence, machine learning, and pre-
dictive analytics will provide more insights into the population health data, such as 
the financial implications of treatment protocols. Better accountability is expected 
because data from different health providers are aggregated on scorecards, powered 
by visual dashboards, for example, and will measure physician performance and 
utilization and patient satisfaction and will enable improvements. Easy-to-use self- 
serve analytics tools will empower healthcare professionals such as physicians, cli-
nicians, and nurses to find answers to questions and be able to make data-driven 
decisions [30]. Big data coming from mobile biometric sensors, smartphone apps, 
and genomics will further enable precision individualized medicine as opposed to 
the traditional one-size-fits-all types of treatment. Better patient profiles and predic-
tive models will enhance the anticipation, diagnosis, and treatment of diseases. 
Real-time analytics will help identify early signs of infections such as sepsis. 
Finally, patient data predictive analytics will help cut healthcare costs by reducing 
the rate of hospital readmission, forecast operating room demand, optimize staffing 
and streamline patient care [31].

6.7  Healthcare Analytics Demos

In this final chapter, we suggest you try first a demo of healthcare analytics applica-
tions from Qlik. Go to https://www.qlik.com/us/solutions/industries/healthcare and 
click on the Try Demo button in the Improve Quality of Care section. You will then 
get the chance to experiment with the dashboard of seven different applications such 
as patient analysis and bed day analysis. Select different options from the drop- 
down menus and see how the output changes based on your selection. You can 
explore additional healthcare analytics dashboards provided by Sisense at https://
www.sisense.com/glossary/healthcare-analytics-basics/

Another analytics environment worth exploring is IBM Watson at https://www.
ibm.com/watson-analytics. Signup for a free account and experiment with its dis-
covery and predictive analytics capabilities. The system is very intuitive and 
includes videos that show you how to load your data, discover insights by asking 
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questions in plain English, generate instant visualizations, perform predictive ana-
lytics, and create a basic dashboard.

6.8  Conclusion

New growth in technologies is changing the way we process data and make deci-
sions. Like other technologies, AI, the IoT, and big data are here to stay; they pro-
vide immense benefits in healthcare as we discovered in Chap. 4; however, they 
raise immense ethical concerns in healthcare and beyond. They also raise societal 
issues, for example, a mathematician, Cathy O’Neil, felt compelled to write a book 
to address the impact of big data on inequality and democracy [32]; the book’s name 
(“Weapons of Math Destruction”) is reflective of a general human acknowledgment 
and concern about these changes and a call to reflect on them.

Analytics in healthcare have immense benefits and will change the way we 
deliver care for people. Professionals in some fields are feeling the change first; 
radiologists, for instance, are raising questions about the future of radiology and 
radiography [33]; an AI software that is able to read an image better than a trained 
human is not a farfetched idea anymore, and a robot that can take an X-ray in a more 
precise way than humans can might be feasible. If radiographers and radiologists do 
not disappear, their work will undergo an immense change; other fields will proba-
bly face similar challenges, and society as a whole needs to make decisions, and 
citizens need to weigh in about the directions these technologies should be taking 
and to what extent. Ultimately, if something can be created, it does not necessarily 
mean that it ought to be created; our future should be decided by our personal and 
collective efforts and reflection that translates into policies.
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