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About This Book

This book presents deep learning techniques, concepts, and algorithms to classify
and analyze big data. The big data analytics using traditional techniques have
various challenges and issues such as high speed analytics, accuracy, and efficient
processing of big data in real time. In addition, the Internet of things is progres-
sively increasing in various fields such as smart cities, smart homes, and e-health.
This enormous number of connected devices generate a huge amount of data every
day, and hence, we need sophisticated algorithms to deal, organize, and classify
such huge amount of data in less processing time and space. Similarly, the existing
techniques and algorithms for deep learning in big data field have several advan-
tages because of the two main branches of deep learning, i.e., convolution and deep
belief networks. This book gives an insight into all those techniques and applica-
tions based on these two types of deep learning. Also, the book helps the students,
researchers, and newcomers in understanding big data analytics based on deep
learning approaches. Further, the book gives an introductory-level understanding to
the new programming languages and tools used to analyze big data specifically in
real time such as Hadoop, Spark, and GraphX. Various machine learning tech-
niques are discussed in concatenation with the deep learning paradigm to support
high-end data processing, data classifications, and real-time data processing issues.

The classification and presentation of the book are kept quite simple to help the
readers and students understand the basic concepts of various deep learning para-
digms and frameworks. The book mainly focuses on theory instead of presenting
the mathematical background of the deep learning concepts, because the theory
behind these techniques still needs further improvements and refining to enable the
students and practitioners to understand and develop their mathematical models.
The book consists of five chapters beginning with an introductory explanation
of the big data alongside deep learning techniques, followed by integration of big
data and deep learning techniques, and finally the future directions in big data
analytics using deep learning techniques.
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Aims and Scope of the Book

Deep learning techniques are widely adopted in many fields of computer science
and engineering for data analysis. The introduction of big data analytics has several
challenges such as processing of huge amount of data efficiently and in less time.
However, the conventional methods and database management systems fail to offer
such functionalities of processing huge data in less and finite time. Therefore, the
researchers try various techniques and algorithms from various fields to come up
with a system which can process data as quick as possible. The Hadoop ecosystem
is developed for such problems with a map and reduce concept. The Hadoop
ecosystem can process a huge amount of data; however, it cannot offer the func-
tionality of processing data in real time. Therefore, sophisticated techniques are
need of the day to deal with such huge amount of data generated in real time with
high velocity, volume, and varsity (i.e., 3V concept). In addition, the big data is
always generated from heterogeneous sources; therefore, learning functionalities
with conventional SQL query techniques always require high-end nodes. However,
installing high-end node everywhere is a difficult and impossible task. Thus,
incorporated learning technique without installing high-end node can be possible
using deep learning techniques. The aim of this book is to bring the academia,
research community, and industry at one platform to design and suggest deep
learning techniques for big data analytics. The classification of the book is further
divided into four main categories: (1) novel and sophisticated real-time deep
learning analytics for cross-layer and inter-domain services, (2) state-of-the-art
theories and practice for application scenarios from heterogeneous and
cross-domain big data analytics, (3) survey and tutorials from world’s top research
community and laborites working in big data analytics, and (4) building of
benchmark and test beds for analyzing big data using deep learning techniques.
Further, the scope of the book consists of the following topics:

• Feature and data-pattern learning using deep learning techniques
• Large-scale data processing-based learning techniques
• Architectural design of deep learning algorithms and techniques
• Pattern recognition via deep learning techniques

vii



• Innovative scientific methodologies for big data processing in real time
• Big data processing for urban planning, management, and sustainability
• Sustainability of business models for smart home, smart cities, e-health care
• The analysis and processing of big data generated from Internet of things
• Information privacy and data leakage prevention using big data analytics
• Novel and efficient machine and data mining on big data
• Big data sets and benchmarks generation and processing for big data analytics

based on deep learning techniques.

viii Aims and Scope of the Book
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Chapter 1
Introduction

Bilal Jan, Haleem Farman and Murad Khan

Abstract Recently, deep learning techniques are widely adopted for big data ana-
lytics. The concept of deep learning is favorable in the big data analytics due to
its efficient use for processing huge and enormous data in real time. This chapter
gives a brief introduction of machine learning concepts and its use in the big data.
Similarly, various subsections of machine learning are also discussed to support a
coherent study of the big data analytics. A thorough study of the big data analytics
and the tools required to process the big data is also presented with reference to some
existing and well-known work. Further, the chapter is concluded by connecting the
deep learning with big data analytics for filling the gap of using machine learning
for huge datasets.

List of Acronyms

AI Artificial intelligence
ANN Artificial neural networks
HDFS Hadoop Distributed File System
M2M Machine to machine
IoT Internet of things
CPS Cyber physical systems
ICN Information-centric networking
WSN Wireless sensor network

1.1 Machine Learning

The need of machine learning was felt when artificial intelligence (AI)-based sys-
tems were facing difficulties with hard-coded programs, and it was suggested that
machines should be able to extract patterns from the data by itselfwithout the involve-
ment of human or programs for specific tasks. The idea of machine learning was

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2019
M. Khan et al., Deep Learning: Convergence to Big Data Analytics, SpringerBriefs
in Computer Science, https://doi.org/10.1007/978-981-13-3459-7_1
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2 1 Introduction

introduced in 1959 by Arthur Samuel (field expert) that instead of programming
machines for specific tasks, computers should be able to learn themselves (BMC
blog 2018). Machine learning is the subset of artificial intelligence, in which sys-
tem can adjust its activities and react to specific situation when provided with large
amount of data (Ahmad et al. 2018a, b). In machine learning, systems are trained to
act accordingly. These systems are provided with many examples specifically related
to task, and statistical structures are identified that leads system to define rules for that
particular task. Machine learning deals with large amount of datasets (Khumoyun
et al. 2016), for instance, medical dataset containing millions of patient images for
different diseases. There are many applications such as recommendation and navi-
gation systems using machine learning giving more accurate and efficient result as
compared to hard-coded programs. Machine learning is classified into supervised
learning and unsupervised learning (BMC blog 2018).

1.1.1 Supervised Learning

In supervised learning, the machine is trained according to the given input data and
output is drawn from it accordingly. The relation between input data and expected
output is approximated throughmachine learning algorithms. In simplewords, super-
vised learning is based on the prior knowledge that what our output will be. Normally
supervised learning is done in twoways, either as classification or regression. In clas-
sification, the input is mapped to output tags, while in regression the input is mapped
to a continuous output. The goal of both ways is to find structures in input data that
can be transformed into effective, accurate, and correct output. In real world, it is
not always the case that the data labels will always be correct. Incorrect data labels
can lead to ineffective output and will clearly affect the effectiveness of the model.
Most common algorithms are naive bayes, artificial neural networks, support vector
machines, and logistic regression (Towards Data Science 2018).

1.1.2 Unsupervised Learning

Unsupervised learning works on input data only by not considering the labeled out-
put. It finds structures in the data without having expected output. Unsupervised
learning algorithms are complex and time-consuming because of generating output
without prior knowledge. Clustering, dimensionality reduction, and representation
learning are the most commonly used tasks in unsupervised learning. The most com-
mon algorithms used in unsupervised learning are K-means clustering, autoencoder,
and principal component analysis. Dimensionality reduction and exploratory analy-
sis are the two most common use cases for unsupervised learning. In dimensionality
analysis, feature or columns are reduced to represent data, while in exploratory anal-
ysis, structure in data can be automatically identified using unsupervised learning.
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The trend toward machine learning is getting bigger and bigger as it is assisting
business a great deal such as machine learning in healthcare, financial services,
vehicle automation, and retails. Data in digital form is generated in huge volume and
variety. It is not important to gather more data, but how effectively and efficiently
can we use this data is the problem to be solved. Machine learning systems are really
helping companies to manage, analyze, and produce output from such huge and
diverse data. Machine learning systems can identify the hidden patterns in data, and
customer preferences can be identified to boost business, market trends, and many
more ways in which business can be boost. As the data is growing data by data,
companies such as Facebook and Google are more interested in customer behavior
to improve their service. To handle big data, a subset of machine learning known as
deep learning is used, in order to use the available data in more effective and efficient
manner.

1.2 Deep Learning

Deep learning uses artificial neural networks (ANN) that got inspiration from the
neuron present in human brain. It consists of layers, and the word deep refers to the
depth of layers (Ahmad et al. 2018a, b). Initially, the word deep referred to very few
layers, but due to the use deep learning in complex problems, the number of layers is
in hundreds and even thousands. Deep learning is very successful in many domains
such as image processing, healthcare, transportation, and agriculture; with the help
of deep learning, more and more data can be utilized in best possible and it is getting
popularity due to the availability of trained dataset, for instance, ImageNet (Deng
et al. 2009) that contains thousands of images. Secondly, the low-cost GPUs are in
moreuse to train data and can avail the services of cloud aswell.Giant companies such
as Facebook, Amazon, Google, and Microsoft are using deep learning techniques to
analyze the huge amount of data on daily basis.

Deep learning got high attention not only from researcher but from techno-
companies as well. Social media companies such as Facebook, Twitter, and YouTube
generate large volume of data on daily basis due to the number of users they have
(Jan et al. 2017). It is very important for them to handle this huge data often termed
as “Big Data.” By using traditional data analysis tools, it is very difficult and almost
impossible to have a good insight of the data and extract the meaningful data from
it. Even machine learning technique will not work that much efficient as required;
therefore, deep learning is used in order to analyze deep in the network to extract
meaningful, accurate, and precise information. In the coming chapter, we will be
studying deep learning in detail.
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1.3 Conventional Data Processing Techniques

Data processing is a sequence of steps for transforming raw data into meaningful
information or insights as an output in the form of plaintext file, table/spreadsheet,
charts and graphs, maps/vector, or image file leading to the solution of a problem
or improving an existing situation. It leads to solving a problem or improving an
existing situation. Data collection, preparation as suitable input, processing, output
and interpretation and storage are some core steps of data processing. It is important
to process data for businesses and scientific operations where large volumes of output
is required out of business data after repeated processingwhile scientific data requires
fast-generated outputs governing numerous computations. There aremany traditional
data processing techniques briefly discussed as follows (BMC blog 2018; Ahmad
et al. 2018a, b; Khumoyun et al. 2016; Towards Data Science 2018):

Manual Data Processing: In this method of data processing, all logical opera-
tions, calculations, data transfer from one place to another, and required results are
obtained without intervention of any tool or machine. Manual data processing is
performed in small firms and government institutes for their tasks manually but is
avoided to be used due to error-pruned, time-consuming, and labor-intensive nature
of this processing. The absence of technology or its high cost favored the use of
manual data processing, but advancement of technology has drastically decreased
the dependency on manual techniques.

Mechanical Data Processing: This method is more accurate and faster than
manual data processing by using devices such as mechanical printers, typewriters,
or other mechanical devices to work for printing press or examination boards. More
sophisticated and better computing powered machines surpassed them.

Electronic Data Processing: It is a modern data processing technique, very fast
and accurate, with the involvement of a computer that automatically processes the
data according to the provided set of instructions along with it. Computer is another
name of electronic data processing machine. Batch processing, online processing,
real-time processing, multiprocessing, and time sharing and distributed processing
are some methods of data processing by electronic means. Some methods are briefly
discussed as follows:

• Batch Processing: It is the simplest form of data processing which works for large
volume of data if data could be clumped into one or two categories; e.g., daily or
weekly transactions of a store can batch-processed, and results are sent to the head
office.

• Online Processing: In this method, directly attached equipment to a computer and
Internet connections are utilized to allow data to be stored at one place and to get
it used for processing at different places. This type of processing is used in cloud
computing.

• Real-Time Processing: For an instant turnaround, this method is faster than batch
processing; e.g., instant update of record is required in case of canceling a reser-
vation or buying an airline ticket.
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• Distributed Processing: It is widely used in a scenario where one server is con-
nected with remotely located workstations, e.g., ATMs where fixed software is
located at a particular place while all the end machines make use of that same set
of instructions and information.

• Data Mining: Data mining collects data from different sources and combines it
to analyze to find patterns, to group similar observations, to predict class label of
previously unknown instances based on historical data, and to identify deviated
values from the normal ones.

• Neural networks, nonlinear data modeling tools, are automated to store, identify,
and find patterns in database or to decipher complex relationships between inputs
and outputs.

1.4 Data Mining Techniques: A Big Data Analysis
Approach

Availability of gigantic amount of data due to enormous expansion of informa-
tion technology arises the strong demand for data mining techniques which play
a vital role in the analysis of data using techniques of statistics, artificial intelli-
gence, database system, and machine learning. Data mining is a computing process
to explore large datasets to discover interesting patterns. It has mainly three steps
(Towards Data Science 2018; Jan et al. 2017; Five Data 2018):

Walking Through: Nature of the data is determined, and it is converted into a
suitable form after going through all the collected data. Educated guesses and differ-
ent types of imputation method such as regression substitution, average imputation,
and multiple imputation are used to substitute values to replace missing data.

Identifying Patterns: By understanding what information to extract, patterns are
checked that could lead to make predictions.

Outcome Planning: Here, desired outcome is planning having patterns on hand.
On completion of data mining process, one can utilize it in a number of applica-

tions such as to recommend new products based on the patterns discovered within a
data and helps to identify clusters showing the similarities and dissimilarities within
the data and classifying the data to draw useful insights from it.

There are a number of data mining techniques for achieving business goals
(Ahmad et al. 2018a, b).

AssociationRuleLearning: Here, the frequently occurring items or variables and
association or relationship of two or more items are analyzed in order to uncover the
hidden patterns in the large datasets. Various applications can be drawn utilizing this
technique; e.g., the trend of buying bananas alongwith cereal in customers’ purchases
record can help to make better decision of placing bananas closer to cereals in the
store shelf to boost selling these items together. Also, effect of coupons or sales offer
on selling can be tracked.
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Clustering Analysis: Similar objects exhibiting same behaviors are grouped
and analyzed with this old yet popular unsupervised technique of data mining.
K-means clustering, agglomerative clustering, and hierarchical clustering are some
well-known clustering approaches.

Classification Analysis: It is supervised way of classifying large sets of data by
predicting a class label to unknown instances based on the values in the historical
database. In other words, it helps to find the categories the data belongs to. The
classification methods make use of decision tree and neural network techniques.
Models are built by dividing the data into two datasets—one for training or building
themodel and another to test the builtmodelswhich are then comparedwith predicted
values in order to be evaluated. For example, classification analysis is performed by
our email provider to classify our incoming email as legitimate or spam based on
some specific words of the email or its attachment.

Regression Analysis: It explores the dependency between variables b assuming a
one-way causal effect of a variable in response of another. In contrast to correlation,
here dependency is not necessarily from both sides; one variable can be dependent
on other but not vice versa.

Anomaly or Outlier Detection: Various techniques are governed to detect, ana-
lyze, and understand anomaly, outlier, or an exception in the data that deviates from
a particular dataset.

Datamining evolving nature of data has prompted the need to develop newanalytic
techniques by expanding already existing data mining techniques (Khumoyun et al.
2016). Social media data in the form of comments, likes, browsing behaviors, tweets,
opinions, e-commerce, and medical data is some digital sources of the big data.
Significant contribution of numerous sensors also played a vital role in the growth
of big data (Jan et al. 2017).

Life cycle of big data analytics consists of various steps such as problemdefinition,
problem tackling based using existing techniques,HumanResource requirement esti-
mation, data acquisition, munging and storage, then performing exploratory analysis
of data in order to select decision model and finally converting the designed and
evaluated model into implementation (Deng et al. 2009; Data Processing and Data
Processing Method 2018).

Traditional database management tools are not capable to store and process
tremendous volume of big data (Jan et al. 2017). Hadoop and Mahout are popu-
lar big data analytics tools.

Apache Hadoop is a framework based on MapReduce programming model that
provides the solution by supporting distributed data processing. Large datasets are
processed in parallel across clusters of computers. Hadoop Distributed File System
(HDFS) andMapReduce are two main parts of Hadoop where former is a distributed
file system consisting thousands of nodes used for big data storage primarily, while
latter is software that processes these nodes in parallel or simultaneously and retrieves
data at a faster rate. Classification algorithms are implemented in Apache Mahout,
which are applied against the MapReduce paradigm to estimate the values of the
subjects under consideration.
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MapReduce is a programming model encompassing map and reduce as two
operations defined by the users to generate and process massive datasets stored in
HDFS by allowing parallel large computations boosting the speed and reliability.
Divide and conquer is the basic technique behind it where smaller chunks of the
given big data problem are made, shuffled, and reduced to acquire the desired result
as output. More specifically, all the complex business rules, logic, or costly code
are specified first in the Map phase; then, lightweight processing, e.g., summation
or aggregation, is specified in the second Reduce phase. There are multiple phases
of data processing with different components by Hadoop MapReduce discussed as
follows (Jan et al. 2017; Explain three methods 2018).

Step 1. A Master process is forked by the user and processed by a number of
workers.

Step 2. The Map and Reduce tasks are assigned to the worker processes by the
Master process.

Step 3. The input file is split into chunks of 16–64 MB by the user program of the
MapReduce library. One or more input file(s) chunks are assigned to each Map task.

Step 4. Then, the data chunks are turned into a sequence of key–value pairs by
these Map tasks for reading by the mapper.

Step 5. Mapper produces intermediate key–value pairs from the input record
produced in the previous phase. The intermediate output is totally different from the
input pair and is forwarded to the combiner for next processing.

Step 6. Combiner acts as mini-reducer to aggregate mapper’s output locally by
minimizing the data transfer between reducer, and mapper then forwards the output
to the next practitioner step.

Step 7. Here, partitioning is performed on the output of the combiner on the basis
of the key in MapReduce to evenly distribute the map output over the reducer.

Step 8. Physical movement of the data, also known as shuffling, over the network
to the reducer nodes is done at this stage, and intermediate output is merged and
sorted and then is shipped as input to the reduce stage.

Step 9. In this phase, intermediate key–value pairs generated by the mappers are
considered as the input by the reducer and reducer function is applied on each of
them to produce the final output stored on HDFS.

Step 10. In the last stages, RecordWriter writes the produced output key–value
pairs from the reducer phase to the output files. Output format specified the method
of writing these output key–value pairs on HDFS.

Virtual machine is a big data processor platform for analysis and processing the
data (Data Processing 2018). It is a platform for machine learning and analytics
optimized for the cloud.

1.5 Big Data Analytics

During the past 20 years, data has been enormously generated due to the interconnect-
ing devices in various forms such as machine to machine (M2M), Internet of things
(IoT), cyber physical systems (CPS), and information-centric networking (ICN).
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However, the very formal definition was first introduced by D. Laney, META Group
in 2001, by defining the three Vs architecture of big data as volume, velocity, and
variety (Laney 2001). For a decade, the researchers follow the three Vs architecture;
however, it was changed after 2010 when Dave Beulke and Associates introduces
the five Vs architecture such as volume, velocity, value, veracity, and variety in 2011
(Associates 2011). The definition of big data consists of 6 Vs architecture that is put
forward by Enterprise Strategy Group in 2012 (Group 2012). Similarly, the concept
of 8 Vs, i.e., volume, velocity, value, variability, veracity, viscosity, virality, and vari-
ety, is introduced by Vorhies (2014). However, all types of data do not follow any of
the aforementioned architecture as standard. It entirely depends on the researchers,
scientists, and academia, who are extracting data for various purposes. Similarly,
big data is not only used to process data and come up with necessary results. It is
also used to find the correct tools and identify the applications for big data in smart
environments such as smart homes, smart cities, smart e-health systems. Big data
is defined for huge amount of data, and thus, conventional data tools and process-
ing applications are not sufficient to analyze the big data. The market of big data
involves in three layers of processing, i.e., 1) the infrastructure layer (particularly
related to hardware and physical equipment), 2) the data management, organization,
and analytics layer, and 3) the services layer. The infrastructure layer consists of
hardware components such as cloud facilities, networking services, communication
technologies. The gathering, collection, and acquisition of data normally happen at
the infrastructure layer. It is sometime done with the help of sensors which further
needs an optimized and efficient wireless sensor network (WSN). After the data
is collected at the infrastructure layer, the data is communicated with the manage-
ment layer with the help of underlying technologies. The management and analytics
layer processes the data for various activities such as storing, decision-making, pat-
tern recognition. Finally, the data is disseminated among the users with the help of
services layer. The services layer also offers other functionalities such as defining
the applications and interfaces where user can connect to the system to retrieve the
required information. Figure 1.1 shows the functionalities and concepts provided by
all the three layers.

There are various challenges involved in big data analytics such as processing data
in real time, disseminating data with users, and providing them interfaces. Similarly,
most of the recent literature used big data for different applications such as energy
management in smart homes, cities, and buildings and urban planning. However, that
is no generic standard available for analyzing big data apart from above three layers.
There is need of standard solutions and regulation for analyzing and processing big
data. The world famous firms such as ACM and IEEE are working hard to come
up with common and generic standard for big data. However, at this stage, we will
appreciate the efforts of researchers, scientist, and academia in this regard. Further,
the big data is a part of data science and we cannot say that one particular algorithm
can be used to process big data. Big data is a linear process, and at each step, one
can use a particular type of algorithm to solve a problem. With the passage of time,
various algorithms and methods have been employed by the researchers to make
the process of analyzing big data more efficient and convenient for the users and
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Fig. 1.1 Three layers of big data

practitioners (Khan et al. 2018a, b). The processing of data in real time required high
computing resources and efficient algorithms such as deep learning, machine learn-
ing, and transfer learning. However, implementing these techniques in real time is a
challenging job and the researchers are looking for various computing mechanisms
such as artificial intelligence and quantum computing. As the computing system is
advanced every day, there is a possibility in future to reach to certain level of process-
ing data in real time. For example, if a space shuttle or space vehicles sent toMars for
collecting data and processing it in real time would require high-end programming
and pattern matching techniques. On top of the computation capabilities, the data
analytics are quite important which is however impossible with conventional data
analytics. Similarly, the conventional MapReduce architecture used in the Hadoop
ecosystem is mainly used to process off-line data, which is therefore nearly impossi-
ble to be used for processing real-time data. The Hadoop ecosystem alongside Spark
somehow addresses the processing of data in real time. However, when it comes
to huge amount of data specifically in petabyte, the performance of the Spark also
degraded exponentially. Therefore, a cluster system combined of Spark can be used
to process the data in petabytes (Silva et al. 2017). Similarly, integrating data sources
for solving a problem or even answering a question requires big data analytics. For
example, understanding the pattern of why the rainfall rate is dropping lower than the
average rainfall every year may require obtaining the data from satellites, sensors,
and airborne and fusing them together for a better approach. Similarly, obtaining the
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data of vehicles moving on some particular roads and combining them for analytics
might resulting various patterns such as why the number of cars are high on a partic-
ular time of the day and so on. All these challenges discussed above can be answered
with proper data analytic techniques, tools, and methods.

1.6 Deep Learning in Big Data Analytics

Machine learning is widely studied recently for processing big data in real time.
Similarly, the machine learning techniques can be considered an essential part of the
overall process of big data analytics. In such process, a computer system is trained
with a pattern and then the computer system finds the same pattern or similar pattern
in the entire data. This particular type of learning where the computer system is
taught at the beginning is called supervised learning. However, training a computer
system in real time is challenging task to accomplish with even hundreds and thou-
sands of examples. On the hand in an unsupervised learning methodology, a process
is applied to classify and manage the information in unstructured documents. Sim-
ilarly, an analysis can be carried out to find natural divisions and clustering in the
data. Further, the unsupervised learning looks for inherent sequence and patterns in
the data and groups them together. Furthermore, in such processes, the outliers can
be identified for grouping the data falls outside of a particular sequence or pattern.
Similarly, the unsupervised learning can be applied to the existing data to find real-
time solutions to disasters, heavy rainfall, etc. A number of approaches have been
proposed to use machine learning for big datasets alongside Hadoop and MapRe-
duce architectures (Dean and Ghemawat 2004; Shvachko et al. 2010). Similarly,
the online and deep learning is also adopted alongside machine learning to over-
come the challenges of big data. Summarizing the challenges present with big data
using machine and deep learning, we come across unstructured data obtained from
heterogeneous sources, high and fast streaming data, noisy and poor-quality data,
high-dimensional data, and data with limited labels (Najafabadi et al. 2015; Sukumar
2014). Before applying machine learning techniques to big data analytics, one can
have enough knowledge of statistical methods and signal processing techniques. The
signal processing techniques play an important role in classifying data obtained from
heterogeneous sources and inputs. Qiu et al. presented a work with identifying sig-
nal processing techniques to address various challenges such as large-scale, different
data types, high-speed data, incomplete and uncertain data, and density of data (Qiu
et al. 2016). However, dealing with large-scale data using machine learning requires
high memory. Therefore, efficient systems are needed to overcome the issues of high
memory requirements. A review of such systems is presented by Al-Jarrah et al. for
processing large-scale data with less memory requirements (Al-Jarrah et al. 2015).
The authors were mainly interested in the analytical aspects of processing big data.
However, they did not address the computation complexity which is one of the main
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components of high memory requirements. Therefore, a more comprehensive study
is still needed to properly address the challenges present in the area of using machine
learning for big data analytics.
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Chapter 2
Big Data Analytics

Bhagya Nathali Silva, Muhammad Diyan and Kijun Han

Abstract During the last few decades, with the emergence of smart things and
technological advancements of embedded devices, Big Data (BD) and Big Data
Analytics (BDA) have been extensively popularized in both industrial and academic
domains. The initial portion of the chapter aims to deliver a generic insight toward
BD and BDA. In later sections, details that are more specific to BD and BDA are
discussed. In fact, BD notion is characterized by its distinctive features such as large
amounts of data, high-speed data generation, and wide variety among data type and
sources. Consideration on these characteristics assists in determining potential data
processing techniques. Hence, this chapter further elaborates on key BD analytical
scenarios.Moreover, application of BD,BD analytical tools, and data types of BD are
described, in order to enlighten the readers about this broad subject domain. Finally,
the chapter concludes by identifying potential opportunities as well as challenges
faced by BD and BDA.

List of Abbreviations

IoT Internet of things
BD Big Data
BDA Big Data analytics
ML Machine learning
DL Deep learning
MR MapReduce
TB Terabyte
PB Petabyte
EB Exabyte
ZB Zettabyte
YB Yottabyte
RDBMS Relational database management system
XML Extensible Markup Language
WSN Wireless sensor networks
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CPS Cyber physical systems
MM Multimedia
AI Artificial intelligence
DM Data mining
OLAP Online analytical processing
BPM Business performance management
NLP Natural language processing
NER Named-entity recognition
DBMS Database management systems
URL Uniform resource locator
NoSQL Not only SQL
HDFS Hadoop Distributed File System

2.1 Overview

The emergence of smart devices and connected networks has pioneered Internet of
things (IoT) notion, boosting the data generation speedduringpast fewdecades (Khan
et al. 2016, 2017; Silva et al. 2017b). As reported by International Data Corporation
(IDC) in 2011, the annual data volume has increased approximately nine timeswithin
five years reaching up to 1.8ZB and further they estimated the data volume growth
to be double in every other two years until 2020 (Gantz and Reinsel 2011).

Figure 2.1 concisely illustrates the evolution data growth during past few decades.
Big Data (BD) notion was coined as a result of massive data deluge from a wide
range of operational domains, i.e., Internet, sensor networks, managerial systems,
finance systems, and user-generated data. Since initial divulgement, BD has been in
the spotlight alluring both technical experts and public in general and hence been
defined by many domain experts considering diversified aspects and perspectives
(Silva et al. 2018b). In the beginning, BD was used as a term to define prodigious
datasets. However, BD is solely not about the size or the amount of data. Doug
Laney defined BD as a 3V model considering distinctive BD characteristics, namely
volume, velocity, and variety (Khan et al. 2018; Laney 2001; Silva et al. 2017a).
Sheer data size is indicated by volume, whereas velocity term is used to characterize
expeditious data creation, and variety defines the diversity among different data
sources and data types. Another widely accepted definition by IBM amended 3V
model into a 4V model by introducing veracity as the fourth V of any BD model
(Gandomi and Haider 2015). Veracity indicates the uncertainty of voluminous data
(Khan et al. 2018).

Rapid growth of digital data has driven the research community to data-driven
experiments, influencing all aspects of the social dynamics in the society (Silva et al.
2018a). Nevertheless, gathering enormous data amounts will be futile without proper
knowledge discoverymechanisms.With rapid data growth, voluminous data analysis
for knowledge discovery has become tedious and challenging for data engineering
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Fig. 2.1 Data growth evolution from 1970 to 2020 (predicted)

experts. Extreme variation among data sources and data types of BD has further exac-
erbated colossal data management tasks. Hence, BD notion was extended toward Big
Data Analytics (BDA) that aims to discover valuable knowledge from large datasets
enforcing intelligent decision-making. Therefore, organizations aim to possess effi-
cient data processing mechanisms that transform high-velocity heterogeneous data
into valuable information. As reported by Labrinidis and Jagadish (Labrinidis and
Jagadish 2012), valuable data extraction from BD can be classified into five stages
as shown in Fig. 2.2. These five stages can be bundled as data management and data
analytics (Gandomi and Haider 2015). Data management involves data acquisition,
storing, preparing, and retrieving for analytics. Data analytics refer to various meth-
ods, techniques, and algorithms that extract intelligence from BD. Thus, analytics
can be identified as a subprocess of entire BD processing task.

Nevertheless, conventional data analyzing techniques and algorithms fail to pro-
cess high-velocity data, thus creating a compelling demand to associate other related
technologies capable of incorporating advance knowledge discovery mechanisms.
Owing to the collaboration amongmultiple domains and enhanced computation facil-
ities, knowledge discovery process has been broadened and strengthened. For exam-
ple, domain experts of machine learning (ML) and data engineering have identified
the potential of convergingML andBD to improve BDAperformance. Contrasting to
shallow learning techniques in conventional analytics, ML-converged BDA employs
deep learning (DL) techniques to discover intelligence from BD.

As stated afore, BDA aims to explore hidden knowledge encapsulated in undis-
covered patterns and correlations (Hu et al. 2014). Considering the demand of time,
BDA is categorized into real-time analytics (streaming/online) and archived analyt-
ics (batch/off-line). Real-time analytics presumes data value is correlated with data
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Fig. 2.2 Stages of big data
processing to extract
valuable knowledge from big
data

freshness (Tatbul 2010). In streaming analytics, data arrives continuously as a stream
at a high speed. Due to memory constraints, particularly small data portions from the
stream are stored and examined to determine potential knowledge from the approx-
imated patterns. Streaming analytics are widely used for real-time applications that
require higher responsiveness with utmost accuracy. Spark, Storm, and Kafka are
few dominant open-source systems, which support streaming analytics. Contrasting
to online data analytics, batch processing analyzes data after storing. MapReduce
(MR) is the most widely used batch processing method (Silva et al. 2017a). MR
divides a large dataset into smaller portions, in order to perform parallel and dis-
tributed processing on each portion. Intermediate results obtained by small portion
analysis are combined together to determine the end result.

Owing to potential applicability of discovered patterns and knowledge, many
organizations and industries have welcomed and embedded BDA to the organiza-
tions’ operational frameworks. Consequently, BDA problems are involved in fields
varying across social administration, world economy, scientific research, etc. (Chen
and Zhang 2014). On the one hand, as reported in McKinsey’s report by Manyika
et al. (2011), BDA has the competence to flourish global economy with its active
participation in various fields. On the other hand, the McKinsey’s report (Manyika
et al. 2011) claims improvements in social administration can be achieved by intro-
ducing BDA functionalities like pattern identification and knowledge mapping to
public services sector.

The rest of this chapter will provide descriptive information related to BD char-
acteristics, BD analysis problems, data processing methods, opportunities and chal-
lenges, BD applications, data types of BD, and BD tools.
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2.2 Characteristics of Big Data

Even though BD term initially coined around mid-1990s, the term became popular
around year 2011 creating the hype about BD, owing to extensive efforts made
by prominent technology organizations including IBM (Gandomi and Haider 2015).
However,withwider acceptance, BDdefinitions have evolved rapidly inducing rather
confusions. Despite of these definition variations, Laney’s 3V model (Laney 2001)
based on fundamental characteristics of BD was publicly accepted by industrial
experts and academia. Since then, the three Vs model, namely volume, velocity, and
variety, has been considered as core dimensions of BD management.

As the term implies, volume refers to the size of data. In 2012, IBM conducted a
survey with 1144 participants to know about BD familiarity and found out a majority,
which is over a half of the participants perceive BD as data with a size beyond
one terabyte (TB) (1 TB�240 Bytes). With expeditious data generation, TB era
has evolved to petabyte (PB), exabyte (EB), zettabyte (ZB), and yottabyte (YT).
As reported in (Beaver et al. 2010), about 16 million photographs are processed
within a second at Facebook, which is approximately equal to 1 TB. According to
estimated reports, Facebook stores over 260 billion photographs that roughly span
over 20 PBs (1 PB�250 Bytes). It is worthy to note that magnitude definitions of BD
are proportional and correlate with corresponding attributes such as data type, time,
and source. Hence, datasets presumed to be BD in the past might not be perceived
as BD in the present with respect to current storage capacities and data acquisition
methods. Similarly, BD in current era might not be able to surpass the magnitude
threshold levels ofBD in the future. The type of data is another concernwhen defining
BD level thresholds. Even though data sizes can be equal for two datasets including
a tabular dataset and a video dataset, the data type determines the number of records
per each dataset. Hence, we can understand that defining a threshold level for data
volume in order to interpret BD is impractical.

With the advancements in communication technologies, smart devices, and sen-
sor networks, data acquisition process encountered with heterogeneous data types.
Extreme heterogeneity of data in a dataset describes the variety of characteris-
tics of BD. Consequent to technological advancements, data can be structured,
semi-structured, or unstructured. Data in relational database management systems
(RDBMS) and spreadsheets is identified as structured data as it complies with strict
standards to support machine readability. However, only a small portion roughly
about 10% belongs to structured data category. Data types with lack of structural
organization, i.e., image, audio, video, and text, are categorized as unstructured data.
Semi-structured data loosely spans across structured and unstructured types. Exten-
sible Markup Language (XML) is a common semi-structured data form popular with
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Web data exchange. Semi-structured data does not adhere to rigorous standards. For
example, users define data tags of XML documents, in order to support machine
readability. In modern world, many organizations stockpile unstructured data from
sensor networks and social media. Even though data hoarding is not a relatively
new concept, the novelty and beauty comes with new analytical technologies that
improve business processes with stockpiled data. For example, retailers could deter-
mine customers’ buying pattern and store traffic details exploiting face recognition
techniques. This valuable information aids organizations to make lucrative decisions
such as staff management, good placement, and appealing promotions.

Velocity implies the data generation rate, and corresponding data analyzing speed
requires to make appropriate decisions. The extraordinary data generation speed
consequent to the emergence of smart devices and sensor networks has drawn the
attention toward real-time data analytics and data-driven decision-making. Data ana-
lyticswould have to analyze thousands of streaming sources as the smart device usage
escalates exponentially. Nevertheless, conventional data processing techniques fail to
handle enormous data processing taskswith simultaneous data feeding.As a solution,
BDA technologies start to act the role of conventional data processing techniques,
with considerably very large datasets. It is noteworthy that BDA technologies are
far more efficient than the conventional techniques as they discover real-time intel-
ligence from colossal amount of raw data as batches as well as in streaming form.

In addition to these key attributes, few other characteristics of BD, i.e., verac-
ity, variability, and value, were identified by prominent technology organizations.
Veracity defined by IBM is the fourth V of 4V model. This implies uncertainty
and unreliability factors of BD. Variability dimension was defined by SAS institute
to indicate data flow rate variations that change from time to time with peaks and
troughs. In addition to flow rate variations, this attribute encloses complexity factor
arose with heterogeneous data sources. Oracle introduced value as another character-
istic of BD. In general, BD value is low and not directly proportional to the volume.
Nevertheless, extensive analysis on enormous data volumes is promising to improve
data value.

2.3 Big Data Processing

As discussed previously, BD is less valuable in its original form. Value-added intel-
ligence could be derived through proper data analytics. However, intelligence dis-
covery from bulks of data is a tedious and challenging task and involves many other
stages. This section divides the data processing task into three stages, namely data
acquisition, preprocessing, and analyzing as shown in Fig. 2.3.

Data acquisition is the initial stage, which gathers raw data from various real-
world objects, devices, and sensors. A well-designed data collection process ensures
the validity of results subsequent to data processing procedures. It is worthy to note
that data collection design should consider the characteristics of data generators as
well as succeeding data analytic objectives. Sensors, log files, and Web crawlers are



2.3 Big Data Processing 19

Fig. 2.3 Laney’s 3V model
based on fundamental
characteristics of BD

some common data acquisition techniques (Hu et al. 2014). Sensors are commonly
used to acquire physical measurements, e.g., temperature, humidity, and particle
concentration in machine-readable digital format. Extended sensor networks can
be either wired or wireless. However, during the past few decades, wireless sensor
networks (WSN) have gained a significant popularity over wired sensor networks.
A system consists a collection of sensors which is known as a cyber physical system
(CPS) (Shi et al. 2011). Log files are another widely utilized data acquisition method
that records activities in a predefined file format. For instance, Web server log files
keep track on every activity performed by Web users. Except from Web servers,
stock applications, financial applications, traffic management systems, and many
other applications use logfiles for data acquisition.Web crawler is software that stores
Web pages for search engines (Cho and Garcia-Molina 2002). Web crawlers perform
data collection in Web-based applications. There are many other data acquisition
methods other than afore-stated techniques. Descriptive explanation on different BD
data types can be found in (Chen et al. 2014).

Once data is acquired, gathered data undergoes preprocessing, in order to address
variabilities in noise, consistency, and redundancy resulted from heterogeneity of
sources. The demand for data preprocessing has become significant with the rising
cost on data transmission and storage facilities. In order to maintain the quality of
stored raw data, preprocessing techniques were introduced to the BD systems. Inte-
gration, cleansing, and redundant data elimination are some common preprocessing
techniques used in BD systems. Data integration combines data acquired from var-
ious sources to facilitate a collective view of data (Lenzerini 2002). Even though
conventional data management incorporates data warehouse method and data feder-
ation method, “store-and-pull” characteristics of these two techniques hinder their
applicability with high-velocity real-time applications. Therefore, utilizing integra-
tion techniques on streaming engines (Tatbul 2010) and search engines (Cafarella
et al. 2009) would be beneficial. Data cleansing identifies uncertain, incomplete,
or ambiguous data and modifies or removes them from the dataset, subsequently
improving the quality of data. Considering the complexity of cleansing techniques,
embedding them should be done with care to obtain data accuracy, without com-
promising the computational speed. Redundancy elimination techniques reduce the
amount of repeated and superfluous data to improvedata transmission, storageutiliza-
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Fig. 2.4 Stages of big data life cycle with corresponding technologies

tion, reliability, and data consistency. Similar with all other approaches, redundancy
elimination comeswith benefits and trade-offs. Therefore,mindful usage can improve
the data quality without straining the system on data compression and decompres-
sion procedures. In fact, none of the techniques assures optimal preprocessing over a
wide range of large datasets. Hence, collective consideration of data characteristics,
problems to be solved, and analytic objectives would be crucial for the selection of
proper preprocessing mechanism (Fig. 2.4).

Data analysis is the most imperative stage of deriving intelligence from BD. The
utmost goal of data analysis is to discover hidden knowledge that supports decision-
making. In accordance with Hu et al., data analytics can be divided into six major
research areas, i.e., structured data analytics, text analytics, Web analytics, network
analytics, multimedia (MM) analytics, and mobile data analytics (Hu et al. 2014).
Even though the objective of data analysis varies across different domains, some
data analyzing approaches, i.e., data visualization, machine learning, neural net-
works, statistical analysis, pattern recognition, signal processing, and data mining,
are beneficial and convenient to use in every domain (Khan et al. 2018). Data visu-
alization methods deliver valuable information in the form of graphical illustrations.
BD visualization has been studied by many interest groups, owing to the benefits in
software designing and algorithm development. ML is a part of artificial intelligence
(AI) that designs algorithms to learn computational behaviorswith experimental data.
Not only that ML enables automatic knowledge discovery and intelligent decision-
making, the consolidation of ML with deep learning has pioneered deep machine
learning (DML) as a novel research frontier. Statistical analysis is another common
data processing method that collects, organizes, and interprets data. The statistical
analysis approach identifies general relationships and valuable correlations among
various data attributes. Nevertheless, lack of suitability of general statistics in BD
analytics has paved the way for parallel statistical analysis and large-scale statistical
algorithms. Data mining (DM) is highly favored in BD processing to extract hid-
den knowledge from very large datasets. In other words, DM can be expressed as
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a consolidation of ML and statistics. BD mining is more challenging than conven-
tional DM and required to be dealt with gigantic datasets. According to Wu et al.
(2008), Apriori, K-means, Naïve Bayes, Cart, etc., were identified as promising DM
algorithms for BD.

With the rising of BD era, experts were keen on extracting valuable data rapidly,
using extensively large datasets. For that purpose, many organizations use hashing,
indexing, bloom filtering, and parallel computing techniques. Hashing transforms
data into index values or fixed-length numerical values to increase the speed of
reading, writing, and querying, Indexing is used to reduce the cost of reading and
writing by boosting the speed of insert, delete, update, and query processes. The
beauty of indexing is that it can be applied on all forms of data including structured,
semi-structures, and unstructured data. Bloom filter is another form of BD process-
ing technique, which consists of a collection of hash functions along with data to
facilitate lossy data compression. With increasing demands in data processing, many
computational resources act together simultaneously in parallel computing. Contrast-
ing to conventional serial computing, parallel computing segregates a computational
task into several smaller tasks and assigns them to different computing resources to
achieve co-processing.

2.4 Data Analysis Problems in Big Data

As stated in Sect. 1.3, BD analytical problems can be broadly categorized into six
major areas, namely structured data analytics, text analytics, Web analytics, multi-
media analytics, network analytics, and mobile data analytics.

Business organizations and scientific communities generate a colossal amount of
structured data. Structured data analytics highly rely upon RDBMS, online ana-
lytical processing (OLAP), business performance management (BPM), and data
warehousing. Deep learning has become an active player in structure BD analy-
sis. DL-incorporated ML algorithms play a significant role in learning multilevel
data representation models (Hinton 2007). Furthermore, mathematical model-based
ML is occupied in sophisticated structured application domains such as energy man-
agement and fault detection (Baah et al. 2006; Moeng and Melhem 2010).

Text is a common form of data stored in documents, Web pages, emails, and
social media. Considering the widespread nature, text analytics is considered to be
vital than conventional structured data analytics. Text mining is another term that
refers to text analytics, which discovers knowledge from unstructured textual data.
Text analytical problems involve ML, statistics, DM, computation linguistics, and
natural language processing (NLP) techniques. NLP techniques empower computers
to comprehend text, analyze textual data, andgenerate textual information.Automatic
knowledge extraction involves information extraction based on a specific topic or
a theme. Named-entity recognition (NER) is widely utilized in such scenarios to
determine data affiliated with predefined categories. Extractive summarization is
another solution approach for text analytical problems, which summarizes a report
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to few key sentences. Graph-based text mining is also used to categorize textual data
according to a theme or a topic.

Consequent to the eruptive growth in number ofWeb pages,Web analytics came to
the spotlight during last two decades. Knowledge discovery and intelligence extrac-
tion from Web resources is considered to be the utmost goal of Web analytics. Web
analytics involve data retrieval, extraction, and data evaluation. Web analytics is fur-
ther categorized into content mining, usage mining, and structure mining (Pal et al.
2002). Web content mining utilizes either database approach or information retrieval
approach (Hu et al. 2014). Mining of secondary data generated by Web sessions
belongs to Web usage mining. Usage mining considers user details, user registra-
tion, user queries, cookies, logs from server, browser, and proxy. Discovering graph
links within a Web site or among different Web sites defines Web structure mining.

With the phenomenal popularity of socialmedia,MMdata grew rapidly alongwith
ubiquitous accessibility. Consequently, multimedia analytics was emerged as a novel
research area that aims to extract new knowledge from any form of multimedia data,
i.e., audio, video, and image.MManalytics is challenging and tedious due to variabil-
ity in multimedia data types. Nevertheless, MM data contains more information than
structured data and textual data. Hence, experts in both academia and industry have
proposed and studied many interest areas, i.e., MM annotation, retrieval, indexing,
summarizing, that address key challenges of MM analytics. MM annotation assigns
labels toMMfiles outlining the file contents. Indexing and retrieval techniques assist
people to discover intending MM file easily and swiftly. MM summarization derives
the most notable audio content or video content that best describes the original file.

Explosive growth in connected networks and social networks has extended con-
ventional bibliometric network analytics to sociology network analytics (Watts
2004). Social networks consist of content data (text, image, video, etc.) and graph-like
linkage data. In fact, content data and linkage data of social media are exceptionally
rich from hidden knowledge. However, extreme complexity of these lucrative data
has become a challenge for social network analytics. Social network analytics com-
prises of two major research areas, namely content data analytics and linkage data
analytics. More elaborated explanations on content analytics and linkage analytics
can be found in (Aggarwal and Wang 2011). As stated, social media consists of
heterogeneous data types; hence, every BD analytic approach can be incorporated in
social network analytics. Nevertheless, these approaches should be tailored to meet
time constraints, noisiness of data, and dynamicity attributes of social networks.

Mobile analytics emerged with tremendous growth in mobile data, subsequent
to advances in mobile computing. However, mobile data analytics encounter with
challenges result from mobile data characteristics such as noisiness, data redun-
dancy, location awareness, and activity awareness. In order to ensure user satisfac-
tion,mobile analytics should facilitate intelligent decision-making on real-time basis.
Owing to knowledge discovery served with mobile analytics, building of complex
mobile systems that use empirical data has become more reliable and easy.
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2.5 Applications of Big Data

BD applications assist small- and large-scale businesses tomake intelligent decisions
with the aid of voluminous data analysis (Hilbert 2016; Sagiroglu and Sinanc 2013).
Internet clicks, Web server logs, activity reports, content of social media, mobile
phone history records, email texts of customers, and sensor data are the main sources
of data. Different interests of organizations enforce BD applications to disclose hid-
den information by exploring large volumes of data records. This section will cover
BD applications in different domains (Clegg 2009).

2.5.1 Healthcare

Data generated in healthcare systems is not insignificant. Due to inadequate capacity
and shortcomings in standardization, the healthcare industry covers BD. The usage
of BDA in healthcare has revolutionized to make personalized medication easy and
smart. For particular diseases, researchers are in race to provide suitable treatments
in specific time intervals, analyze data pattern to recognize drug side effects and
future treatments, and lower the treatment costs. Sophisticated views on health, i.e.,
eHealth, mHealth, and wearable devices, generate prodigious amount of data includ-
ing images, records, sensor data, and patient data. Another potential application of
BD in healthcare is to predict specific regions affected by some diseases by mapping
health and geographical data. Consequent to accurate and timely predictions, doctors
can act proactively to plan, diagnose, and provide vaccines and serums.

2.5.2 Manufacturing

A key potential benefit of applying BDA in production and manufacturing domains
is to gain transparency and zero downtime. For this purpose, large amount of data
is required together with latest analytical tools, in order to process data on real-time
basis and to extract valuable knowledge from heaps of raw data. Following are the
main areas in manufacturing and production domain, which utilize BD application
for performance enhancements.

• Productivity and tolerance tracking
• Planning and Management in supply chain
• Energy efficiency
• Processes of testing and emulation for new products
• Customization for massive manufacturing
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2.5.3 Government

The performance of government operations could be improved by the adaptation of
BDA concepts. A particular set of data is shared among multiple applications as well
as multiple governing departments to extract knowledge. Innovative applications
play an important role in e-governance in multiple domains. Following are some
of the areas of governance where BD and BDA play their roles for performance
enhancements.

• Cyber security and intelligence
• Tax compliance
• Crime identification and its prevention measure
• Traffic management
• Weather
• Research and development

2.5.4 Internet of Things

IoT is another wide application domain of BD, which on the other hand is a source
of BD creation with its enormous number of connected sensors, things, and devices.
IoT gathers sensor and actuator data and then uses them in a variety of contexts.

2.6 Data Types of Big Data

A variety of data types exists in BDA, namely network data, linked data, event
data, time series data, natural language data, real-time media data, structured data,
and unstructured data. With the unceasing data growth, distinguishing valuable data
has become a crucial demand in modern scientific era. Nevertheless, determining
valuable data from ambiguous, noisy, and misinterpreted is still being a challenge to
data scientists all over the world. This section provides concise descriptions about
afore-stated data types.

1. Structured data: Numerical data stored in rows and columns, where every data
element is defined, is known as structured data. About 10% of total data volume
belongs to this type of data, which is accessible through database management
systems (DBMS). Governmental departments, real estate and enterprises, orga-
nizations, and transactions generate structured data in each of their operational
processes.

2. Unstructured data: Anything apart from tabular data with defined data elements
belongs to unstructured data category. Data in the form of image, audio, video,
and text is considered as unstructured data. This type of data contributes up to 90%
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of the total data volume. In last few decades, popularity of social media has added
more unstructured data, which cannot be stored and processed using traditional
data storing and processing approaches. Such data can be stored in appropriate
databases. NoSQL system is one of the suitable storage for unstructured data.
CouchDB and MongoDB are widely used by many organizations as NoSQL
repositories.

3. Geographic data: Data generated from geographic information systems (GISs),
i.e., address, workplaces, buildings, transportation route, and road systems,
belongs to geographic data. These data elements are easy to gather via deployed
sensors and GIS. Consequent to data gathering, altering, processing, and ana-
lyzing tasks take place in order to derive knowledge from raw data. Moreover,
geostatistics are occupied to monitor environmental conditions.

4. Real-time media: Streaming live media data or stored media data results in real-
time media. In fact, storing and processing real-time media has been a challenge
due to its streaming nature. There are number of sources that generate audio,
video, and image data. To name a few, flicker, YouTube, and Vimeo are among
the key real-timemedia generating sources.Videoconferencing is the other source
of real-time media data, which facilitates seamless full-duplex communication.

5. Natural language data: People generate data in the form of verbal conversations.
The level of editorial quality and level of abstraction are different of such type of
data. Speech capturing devices, Internet of things, mobile phones, and fixed-line
phones are the main sources of natural language data.

6. Time series: Measurements or observations on a particular indexed in time order
are considered as time series. In general, time series data is observed at equal
time intervals. Time series data is analyzed to extract hidden knowledge from
gathered time data. Signal processing, statistics, earthquake prediction systems,
pattern recognition, and many more other areas utilize time series data type.

7. Event data: Event data is generated with the correlation between external data
and time series data. The utmost goal of event data type is to distinguish valuable
events among innumerable amount of events taking place. The three components
of an event data are action, time interval, and state. Combination of all three
components creates an event data. Event data represents nested, renormalized,
and schema-less characteristics.

8. Network data: Large networks such as twitter, YouTube, and Facebook generate
network data. Other information networks, biological networks, and technolog-
ical networks are also act as sources of networks data. Network data can be
represented as one-to-one or one-to-many relationships among network nodes.
A node can be a user, data item, internet device, neural cell, etc. Maintaining
connection between nodes and network structures is considered to be the main
challenge for network data.

9. Linked data: Linked data type includes URLs in Web technology. Computers,
embedded devices, and other smart devices are then able to share and inquire
semantic information. Data can be read and shared using linked data types.
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2.7 Big Data Tools

Continuous development of business operations highly relies on thorough investiga-
tion of BD. Data analytics plays an important role in intelligent decision-making as
well as development and well-being of the organization. However, processing sheer
amounts of data with the aid of conventional data processing tools is not feasible and
not efficient. Hence, various BD tools were introduced in the recent past. BD tools
assist organizations as well as data scientists to derive knowledge-driven decisions
efficiently and cost effectively. A variety of BDA tools are being used by the practi-
tioners to facilitate data storage, data management, data cleansing, data mining, data
visualizing, and data validation. This section briefly outlines widely used BDA tools.

1. NoSQL

In general, SQL iswidely used to handle and query structured data. However, tremen-
dous growth of unstructured data has pioneered the emergence of unstructured data
analytical tools. Subsequently, not only SQL (NoSQL) has been developed to han-
dle unstructured data types effectively. NoSQL databases do not particularly adhere
to a schema when storing unstructured data. Hence, the column values of the table
vary with respect to each data record (row). Due to this schema-less nature, NoSQL
storages compromise consistency over speed, fault tolerance, and availability. Even
though NoSQL has gained immense popularity during last few decades, challenges
arise from low-level query languages and lack of standardized interfaces is yet to be
addressed.

2. Cassandra

Apache Cassandra is a NoSQL, open-source, distributed database that is capable
of managing very large datasets across multiple servers. The beauty of Cassandra
is that it comes with no single point of failure assuring high availability under any
circumstances. Hence, Cassandra is being highly favored by expert groups when
scalability and availability features are crucial without compromising performance.
Moreover,Cassandra facilitates data replicating acrossmultiple clouds or data centers
to ensure lower latency and fault tolerance.

3. Hadoop

Hadoop is a framework that consists of a collection of software libraries that incorpo-
rate various programmingmodels to facilitate distributed processing of large datasets.
Scalability is another benefit comes with Hadoop. Distributed storage facility offered
with Hadoop is separately known as Hadoop Distributed File System (HDFS). The
Hadoop does not rely on hardware to facilitate high availability. Instead, it incor-
porates software libraries to detect, identify, and handle points of failures at the
application layer. The Hadoop framework consists of Hadoop Common (common
libraries), HDFS (storage), Hadoop YARN (schedule computing resources), and
Hadoop MapReduce (process large datasets).



2.7 Big Data Tools 27

4. Strom

Storm is a real-time open-source distributed computation system. Storm manages
large amount of streaming data, which is similar to batch processing of Hadoop.
The beauty of Storm is that it can be handled with any programming language. In
order to ensure proper real-time analytics experience, Storm integrates the existing
queueing mechanisms as well as database technologies. Streaming processing of
Storm requires complex and arbitrary partitioning at each computation stage. Real-
time analytics, unceasing computation, and online ML are some of the key services
offered by Storm.

5. Spark

Spark is a general-purpose open-source distributed cluster-computing framework.
Spark guarantees higher performance in both stream data processing and batch pro-
cessing. Spark integrates SQL, GraphX, MLib, and Spark streaming components.
Spark can access data from various data sources and run on various platforms such
as Hadoop, Mesos, and Yarn. In comparison with Storm, Spark is considered cost
effective, since same code set can be used for both real-time processing and batch
processing. However, Storm has gained superiority in terms of latency with fewer
restrictions.

6. Hive

Hive is a cross-platform data warehouse software operates on Hadoop. Hive enables
data analysis and querying of data stored in multiple storages and file systems that
are integrated to Hadoop. In order to query over distributed file systems, Hive pro-
vides SQL abstraction via HiveQL, which is a SQL-like querying language. Hence,
applications do not have to implement queries using low-level Java APIs. HiveQL
transparently converts queries into Spark, Apache Tez, and MapReduce. Moreover,
Hive offers indexes to improve the query execution speed.

7. OpenRefine

OpenRefine is an open-source stand-alone application that was previously known as
Google Refine. OpenRefine is widely used in present data-driven world to cleanse
noisy raw data and to transform data from one form to another. OpenRefine is similar
to typical RDBMS tables in a way as it stores rows of data under columns. How-
ever, it deviates from the conventional scenario, as no formulas are stored in cells
under columns. The formulas are used in OpenRefine to transform data, and they are
transformed once only.

2.8 Opportunities and Challenges

As in every other field, BD owns its benefits, advantages, and opportunities, which
are followed by challenges. With prominent opportunities in one hand, on the hand
BD analytics face vital challenges. This section briefly discusses the potential oppor-
tunities and identified challenges.
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National Science Foundation (NSF) and National Institute of Health (NIH) of
USA have recently confirmed that employing BD analytics in their decision-making
process has proven the potential benefits for future endeavors (Chen and Zhang
2014). In fact, BD era has changed everyone’s lifestyle with its impacts on social
and economic development. Rise of BD analytics transformed people’s behaviorism
from reactive to proactive, subsequently enforcing precautions for possible events
that might take place in future. Owing to the benefits gained through intelligent
knowledge discovery, BD will become the playmaker for many organizations to
attract skillful employees, while assisting in critical decision-making to compete
with other competitors. With the emergence of BD analytics, Hadoop technologies
have attained a remarkable popularity and success. Nevertheless, in future, these
technologiesmight not be sufficient tomanipulate high-velocityBD.Hence, focusing
on sophisticated processing techniques and storage technologies such as distributed
databases would create a significant breakthrough. Moreover, coexisting operation
of BD analytics with other technologies such as IoT, mobile computing, and cloud
computing innovates technological advancements to assist efficient data acquisition,
data storage, data analysis, anddata protection.Novel data representationmethods are
another realm of opportunities that goes togetherwith thematuration of BDanalytics,
since illustration of analytical results is one of themost factors in intelligent decision-
making. Extending BD research opportunities is likely to be heightened in future, as
BD is considered as an extension of human brain rather than a brain substitution.

BDanalytics face different challenges throughout theBD life cycle. To be specific,
challenges in data collection, data storage, data processing, data analyzing, results
representation may suppress the full capacity of BD analytics. Extreme complexity
of BD has diminished the applicability and continuous advancements of analytical
algorithms. Sluggish evolution of BD analytics id always accompanied by BD char-
acteristics is denoted by 3Vmodel. Large volume datasets generate countless number
of output classes and free parameters that adversely affect the processing time and
complexity. In order to manage these challenges, experts have extended BD analytics
tomake fusionwith parallel computing that incorporates clusters of CPUs andGPUs.
Complexity of BD analytics is highly influenced by the heterogeneity of data types.
Hence, BD analytical techniques should strictly focus on mechanisms that alleviate
challenges arose with extreme data variety. Integrating heterogeneous data types for
machine learning processes is another key challenge encounter with variety char-
acteristic of BD. BD analytics is further challenged by rapid data generation rates.
High-velocity data requires real-time processing to serve decision-making. How-
ever, minimal works have been performed on online learning process with BD, thus
requiring more developments. Experts foresee mini-batch processing supported by
parallelism as promising technique to manage high-velocity BD analytics. Extreme
non-stationary nature associated with high velocity is another hindrance factor for
real-time BD analytics.
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After the thorough literature review, we identified afore-stated opportunities and
challenges attached with BD. Consequent to the unceasing technical growth, many
of the experts asserted to be optimistic about the potential benefits of BD analytics.
Accordingly, they claim that technological advancements would be able to overcome
the obstacles arose with BD volume, velocity, and variety.
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Chapter 3
Deep Learning Methods and Applications

Jamil Ahmad, Haleem Farman and Zahoor Jan

Abstract This chapter introduces the variousmethods existing beneath the umbrella
of deep learning paradigm, their intricate details, and their applications in various
fields. Deep learning has substantially improved the predictive capacity of computing
devices, due to the availability of big data, with the help of superior learning algo-
rithms. It has made it possible as well as practical to integrate machine learning with
sophisticated applications including image recognition, object detection, self-driving
cars, drug discovery, and disease detection. The superior and reliable performance
of deep learning methods has attracted the attention of researchers working in every
field of science to utilize their strengths in order to solve problems. In addition to
that, the knowledge reuse in deep learning is an interesting aspect of this technology
which will also be discussed.

List of Acronyms

CNN Convolutional neural network
DNN Deep neural networks
RNN Recurrent neural network
LSTM Long short-term memory
IR Information retrieval
BoW Bag-of-words
CBIR Content-based image retrieval
NLP Natural language processing
ML Machine learning
MTL Multitask learning

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2019
M. Khan et al., Deep Learning: Convergence to Big Data Analytics, SpringerBriefs
in Computer Science, https://doi.org/10.1007/978-981-13-3459-7_3

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3459-7_3&domain=pdf
https://doi.org/10.1007/978-981-13-3459-7_3


32 3 Deep Learning Methods and Applications

3.1 Background

Scientists have been working on deep neural networks since 1979; however, it
emerged as a newmachine learning research area in 2006 when it was used to reduce
the dimensionality of data in an unsupervised manner (Hinton and Salakhutdinov
2006). In 2012, it grabbed the attention of researchers when it won the ImageNet
competition beating the runner-up with a huge margin. Deep convolutional neural
network (CNN) was employed to automatically extract visual features from a large
number of images and then perform image classification (Krizhevsky et al. 2012).
Since then, active research is going on in deep learning to solve complex problems in
almost all areas of research. Particularly, state-of-the-art performance was achieved
in image recognition, speech recognition, semantic image segmentation, natural lan-
guage processing, and many other tasks.

Deep learning is a set of algorithms in machine learning which attempts to learn
important features from raw data automatically. Like traditional neural networks, the
deep neural networks (DNN) also consist of artificial neurons arranged in the form of
input, hidden, and output layers (Hinton et al. 2012). However, unlike the traditional
neural networks, the number of hidden layers in deep networks is usually more than
one. The hierarchical nature of deep neural networks allows them to learn features
at multiple levels where each level corresponds to a particular level of abstraction.
Basic features are learnt at the initial layers which are then aggregated at the deeper
layers to construct higher level concepts. It can be applied directly to a variety of
data including images, audio, and text (LeCun et al. 2015).

The most important reasons for the popularity of deep learning are the highly
improved parallel processing abilities of hardware, especially the general-purpose
graphical processing units or GPUs, the substantially increased size of data available
for training, and the recent advances in machine learning algorithms. These advances
enable deep learningmethods to effectively utilize complex, compositional nonlinear
functions, to automatically learn distributed and hierarchical features, by effectively
utilizing both labeled and unlabeled data.

3.2 Categorization of Deep Learning Networks

Like machine learning, deep learning also encompasses a broad array to approach
for learning from data. The hierarchical architectures of deep neural networks can
be used in a variety of ways to solve different problems. In general, deep learning
can be categorized into three different groups.
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3.3 Deep Networks for Supervised Learning

These networks provide discriminative power for pattern classification and regres-
sion. Based on the labels provided with the data, the network attempts to learn the
difference among data items belonging to various classes. In both classification and
regression tasks, the network learns tomap input to the expected output (label). Com-
mon architectures for supervised learning include DNN, CNN, and recurrent neural
network (RNN).

In DNN, each layer consists of a number of neurons, forming a hierarchy. The
output of the previous layer becomes the input of the next layer and so on. Each
subsequent layer learns increasingly complex patterns in the input data. Lower lay-
ers typically learn low-level features, whereas the deeper layers learn high-level
abstractions in the data. DNNs are the simplest in term of structure because they are
feed-forward neural networks with many layers as shown in Fig. 3.1.

Another famous architecture for supervised learning is CNNwhich was primarily
introduced for visual data processing like images and videos. However, they have
proven to be extremely useful for almost any type of data including visual (Ahmad
et al. 2018a), audio (Badshah et al. 2017), and even text (Glorot et al. 2011). CNNs
consist of three different types of layers including convolutional, pooling, and fully
connected layers. The convolution layers attempt to learn significant features thatmay
appear in the data with the help of filters/kernels whose coefficients are tuned during
the training phase. Each filter is separately convolved over the input to obtain a feature
map, where the location of features is marked with higher activation values (Ahmad
et al. 2017a). Like the DNNs, the lower layers in the CNN learn basic features and as
we go deeper in the network, the kernels learn more and more complex features. The
pooling layers reduce the dimensionality of feature maps and also introduce some

Fig. 3.1 A fully connected feed-forward deep neural network
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Fig. 3.2 AlexNet convolutional neural network architecture

Fig. 3.3 Architecture of a single recurrent unit in RNN

degree of translation invariance in the network. The convolutional and pooling layer
forms the features extraction pipeline of the network which detects local features in
the input. The fully connected layers then combine the local features to obtain global
features (Ahmad et al. 2017b).

CNNs were introduced in 1979; however, these networks got popularity in 2012,
when it won the famous ImageNet challenge by a large margin. The network, known
as AlexNet consisted of five convolutional layers, three pooling layers, and three
fully connected layers as shown in Fig. 3.2.

Both DNN and CNN are very powerful architectures for analyzing non-sequential
data; however, they are not suitable for detecting patterns in time series data. For
this purpose, a new class of architectures was developed known as recurrent neural
network (RNN) (Zaremba et al. 2014). Each unit in the RNN contains recurrent
connections in such a way that the network can retain information over a longer
period of time. This enables RNNs to recognize patterns in sequential data like
speech, videos, and text. A more recent and advanced form of RNN is known as long
short-term memory (LSTM) network which improves the pattern recognition ability
of RNNs (Ullah et al. 2018). The architectures of RNN and LSTM units are shown
in Fig. 3.3.
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3.4 Deep Networks for Unsupervised Learning

Unsupervised learning refers to the leaning methods where task-specific supervision
information (e.g., target class labels) is not available in the learning process. The
most common methods for unsupervised learning include deep autoencoder (Hinton
and Salakhutdinov 2006) and deep Boltzmann machines (DBM) (Lu et al. 2017).

Autoencoders and deep bottleneck networks consist of two parts. The first part
attempts to compress the input data to a relatively short length representation. The
secondpart is thenused to reconstruct the original input from this short representation.
During training, the autoencoder attempts to derive such a compact representation
which will facilitate the reconstruction of the original data with minimal loss. This
way, it learns highly significant features of the training data in an unsupervised
manner. The compact representation derived by the autoencoder is often used as a
feature vector of the high dimensional input and can serve various purposed including
clustering, indexing, and searching, and even dimensionality reduction or feature
embedding. A typical autoencoder with the encoder and decoder part is shown in
Fig. 3.4.

DBMs are probabilistic generative models which are composed of multiple layers
of stochastic, hidden variables. The top two layers consist of undirected, symmetric
connections between them, whereas the lower layers receive top-down, directed
connections from the layer above them.

Fig. 3.4 Architecture of a simple autoencoder showing the encoder and decoder parts
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3.5 Hybrid Approach

In the hybrid approach, the objective may be discrimination which may often be
assisted in a significant way, with the outcomes of generative or unsupervised deep
network. It can be accomplished by better optimization and regularization of the deep
networks in supervised learning. For instance, a large amount of unlabeled data may
be used in unsupervised learning method in order to learn the initial parameters for
the later supervised learning task. The approach can also be usedwhen discriminative
criteria for supervised learning are used to estimate the parameters in any of the deep
generative or unsupervised deep networks using unsupervised learning.

3.6 Transfer Learning Techniques

It is a machine learning method where a model developed for one task is reused
as the starting point for a model on another task. It is a popular approach in deep
learning where the weight of pretrained models is used to initiate parameters of
models for computer vision and natural language processing tasks. Doing so makes
it very easy for the training algorithm to optimize the weights by slightly adjust-
ing them according to the new domain. In the field of computer vision, pretrained
models obtained from very large datasets like ImageNet are used to initialize clas-
sification models, which are then fine-tuned on the target dataset (say radiographs).
For instance, Ahmad et al. used a pretrained ImageNet model to classify radiographs
by using transfer learning approach (Ahmad et al. 2017b).

Two approaches are commonly employed when using transfer learning on com-
puter vision problems.

Firstly, if a fairly sufficient number of images (e.g., >1,000 images per class)
is available, then the weights of the mode can be initialized with the weights of a
model trained on a different dataset. During training, most of the layers will be kept
unchanged (typically the first convolutional layers) and the parameters of the higher
level layers are optimized. The goal of transfer learning in this scenario is to reduce
the number of parameters which needs to be optimized, while reusing the lower level
layers. The lower level layers are considered as generic feature extractors regardless
of the problem domain, and the model has freedom of combining higher level layers
together, specific to the problem.

In a second scenario, if the number of available images is small (<1,000), then
retraining an existing model will most likely result in overfitting. The number of
parameters that needs to be optimized would simply be too large with respect to the
number of available images. Regardless, as long as the data is visually similar to
the images in a large dataset, then a large pretrained network (trained on that large
dataset) can be used as a feature extractor. More specifically, the last N layers of the
pretrained network (typically N �1 or N �2) will be removed, and the output of the
final deep layer will be used as feature representation of the images. This is again
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based on the assumption that the first layers in the pretrained network learn problem
independent features. These features can then be used with a traditional machine
learning or computer vision approach.

3.6.1 Homogenous Transfer Learning

When the source and target domains share similar feature space, it is referred to as
homogeneous transfer learning.

3.6.2 Heterogeneous Transfer Learning

In a transfer learning scenario, if the source and target do not belong to the same or
similar feature space, then it is known as heterogeneous transfer learning.

3.7 Applications of Deep Learning

Deep learning has been applied to a huge variety of areas like computer vision, speech
recognition, entertainment, games, malware detection, fraud detection, education,
manufacturing, agriculture, and self-driving cars. The highly capable algorithms
along with the availability of big data have opened tremendous opportunities for
researchers to build cutting-edge technology. Some of the breakthroughs in these
areas are highlighted in the following subsections.

Deep learning methods, particularly CNNs, RNNs, and LSTMs, are extremely
capable of processing multimedia content for solving complex problems. CNNs
are well suited for processing images and video frames for image classification,
object detection and recognition, segmentation, enhancement, and restoration. On
the other hand, RNNs and LSTMs are designed to process sequential data such as
video event recognition, speech recognition, and image to text translation. Both these
architectures can also be used in combination to solve sophisticated problems. For
instance, in Ullah et al. (2018), CNNs are used as feature extractor and LSTMs are
then employed to recognize patterns in video frames for event/action recognition.
Both may be trained separately on the intended task and then used in combination
during the inference phase. We have witnessed great progress in these methods in
recent years, and we hope to see improvements in the coming years as well.
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3.7.1 Computer Vision

Computer vision has been one of the first fields which saw breakthrough advance-
ments due to deep learning. It has enabled computers to perform image recognition,
object detection, and image segmentation at superhuman levels. The first notable
achievement was seen in the year 1989 when a convolutional neural network was
employed to read hand-written digits from snail mail (LeCun et al. 1989). The sys-
temwas very robust and accurate; however, besides that, no notable achievement was
noticed till 2012. AlexNet won the ImageNet competition beating the other teams by
a huge margin. Since then, it grabbed the attention of researchers all over the world
and rapid progress has been witnessed in the following years.

In a recent ImageNet competition, CNN with residual connections achieved
human-level accuracy at image classification and even surpassed it when multiple
networks were used in the ensemble (He et al. 2016). The tremendous improve-
ment in computer vision has only been due to the efforts of researchers in the last
5–6 years which has made it possible to be used in critical application like self-
driving cars and disease detection. Computer vision powered by deep learning has
achieved expert-level accuracy in detection of skin cancer (Esteva et al. 2017), diag-
nosis in chest X-rays (Rajpurkar et al. 2017), and detection of diseases using various
scans (Litjens et al. 2017). Besides these, it has also enabled computers to colorize
black-and-white photos (Zhang et al. 2016), generate a high-resolution image from
low-resolution input (Dong et al. 2016), pose estimation in real time (Jain et al. 2014),
and generate captions for images and videos (Xu et al. 2015). All this progress is
driven by CNNs which are very powerful architectures for computer vision.

3.7.2 Information Retrieval

The purpose of information retrieval (IR) is to allow people to access relevant infor-
mation in the acceptable format in an efficient manner. The information may be in
the form of images, audio, or text. In any case, machine learning and deep learning
play a vital role in realizing the objective of IR. A typical framework for IR is shown
in Fig. 3.5. A user issues a query in the form of text, image, or even audio clip. The IR
system then performs a search in the database and retrieves the most relevant infor-
mation in accordance with the query using machine learning to determine content
relevant or similarity.

Text-based information retrieval systems are the simplest since the content match-
ing process is very straightforward. However, IR systems really face challenge when
dealing with highly complex data like images, videos, and audio. In these cases, it
is essential to obtain an effective representation of the contents which will facili-
tate comparison in an efficient manner. For image retrieval, researchers previously
relied on hand-engineered feature extraction algorithms like bag-of-words (BoW)
(Yang et al. 2012), scale invariant features transform (SIFT) (Lowe 2004), and GIST



3.7 Applications of Deep Learning 39

Fig. 3.5 Typical framework
of an IR system

(Oliva and Torralba 2001) among many others. However, with the rise of deep learn-
ing methods, features automatically learned by a CNN have exhibited tremendous
representation capability and have surpassed all handcraftedmethods. Hence, convo-
lutional features are becoming very popular with image retrieval experts. Neuronal
activations from the deeper convolutional or fully connected layers are used as fea-
tures to represent images in a content-based image retrieval (CBIR) system. The
feature vectors of image pairs are then directly compared using basic Euclidean
distance to determine their similarity.

Keeping in view the growing sizes of image and video datasets, efficient retrieval
of relevant information has also become an important issue. For this purpose, hash-
based representation schemes are developed, in which the image represented by
a short hash code in Hamming space such that semantically relevant images lie
close to one another (Ahmad et al. 2017a). In such a case, it becomes possible to
retrieve relevant images without having to exhaustively search the entire database.
This characteristic makes it very useful for dealing with very large datasets. Several
supervised and unsupervisedmethods have been developed for generating hash codes
for images. Recently, Ahmad et al. introduced an efficient method to transform high
dimensional features to compact binary codes using Fourier decomposition which
does not require any training (Ahmad et al. 2018b).

3.7.3 Natural Language Processing

Natural language processing (NLP) is considered as one of the most important tech-
nologies of information age. Understanding complex language utterances is a highly
crucial component of artificial intelligence. There are widespread applications of
NLP because people communicate almost everything in a language: Web search,
advertisement, emails, customer service, language translation, radiology reports,
etc. NLP applications are powered by machine learning. Recently, deep learning
approaches have obtained state-of-the-art performance across many different tasks
including NLP. These language models can often be trained with a single end-to-
end model and do not require traditional, task-specific feature engineering. CNNs
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and RNNs have been employed to understand textual data in both short and long
forms, ranging from sentiment analysis and opinion mining to text summarization
and document recognition and language translation (Collobert and Weston 2008).

3.7.4 Multitask Learning

Inmachine learning (ML), we generally train a singlemodel or a collection ofmodels
to perform our desired task. We can also try fine-tuning the model parameters and
tweak thesemodels until the desired performance is reached, or it no longer increases.
Although acceptable performance can be achieved by being totally focused on a
single task, sometimes we ignore information that might help us do even better
on the metric we care about. Specifically, this kind of information comes from the
training signals of other related tasks. By sharing representations among these related
tasks, we can achieve better generalization for our model on our intended task. This
approach is known as multitask learning (MTL).

MTL has been used successfully across several applications of machine learning,
fromNLP (Collobert andWeston 2008) and speech recognition (Deng et al. 2013) to
computer vision (Girshick 2015) and drug discovery (Ramsundar et al. 2015). MTL
is also referred to as joint learning, learning to learn, and learningwith auxiliary tasks.
Generally, when you are optimizing more than one loss function, you are effectively
doing MTL. In such scenarios, it helps to think about what you are trying to do
explicitly in terms of MTL and to draw insights from it.

Even if someone optimizing a loss, chances are there in an auxiliary task which
will further assist to improve upon the main task. Rich Caruana (Caruana 1997) sum-
marizes the goal ofMTL succinctly as: “MTL improves generalization by leveraging
the domain-specific information contained in the training signals of related tasks.”

There are two methods for MTL, namely “hard parameter sharing” and “soft
parameter sharing.” Hard parameter sharing is generally applied by sharing the hid-
den layers between all tasks, while keeping several task-specific output layers as
shown in Fig. 3.6. This approach greatly reduces the risk of overfitting.

Fig. 3.6 MTL with hard
parameter sharing
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Fig. 3.7 MTL with soft parameter sharing

In soft parameter sharing on the other hand (shown in Fig. 3.6), each task has
its own model with its own parameters. The distance between the parameters of
the model is then regularized in order to encourage the parameters to be similar.
For instance, (Duong et al. 2015) use the �2 norm for regularization, while Yang
and Hospedales (2016) use the trace norm. The constraints used for soft parameter
sharing in DNNs have been greatly inspired by regularization techniques for MTL
that have been developed for other models (Fig. 3.7).

References

Ahmad J, Muhammad K, Baik SW (2017a) Medical image retrieval with compact binary codes
generated in frequency domain using highly reactive convolutional features. J Med Syst 42:24.
https://doi.org/10.1007/s10916-017-0875-4

Ahmad J, Sajjad M, Mehmood I, Baik SW (2017b) SiNC: saliency-injected neural codes for rep-
resentation and efficient retrieval of medical radiographs. PloS One 12:e0181707

Ahmad J, Muhammad K, Bakshi S, Baik SW (2018a) Object-oriented convolutional features for
fine-grained image retrieval in large surveillance datasets. FutureGenerComput Syst 81:314–330.
https://doi.org/10.1016/j.future.2017.11.002

Ahmad J,MuhammadK,Lloret J, Baik SW(2018b) Efficient conversion of deep features to compact
binary codes using fourier decomposition for multimedia Big Data. IEEE Trans Ind Inf

Badshah AM, Ahmad J, Rahim N, Baik SW (2017) Speech emotion recognition from spectrograms
with deep convolutional neural network. In: 2017 international conference on platform technology
and service (PlatCon), 2017. IEEE, pp 1–5

Caruana R (1997) Multitask learning. Mach Learn 28:41–75
Collobert R, Weston J (2008) A unified architecture for natural language processing: deep neural
networkswithmultitask learning. In: Proceedings of the 25th international conference onmachine
learning, 2008. ACM, pp 160–167

Deng L, Hinton G, Kingsbury B (2013) New types of deep neural network learning for speech
recognition and related applications: an overview. In: 2013 IEEE international conference on
acoustics, speech and signal processing (ICASSP), 2013. IEEE, pp 8599–8603

Dong C, Loy CC, He K, Tang X (2016) Image super-resolution using deep convolutional networks.
IEEE Trans Pattern Anal Mach Intell 38:295–307

DuongL, CohnT, Bird S, Cook P (2015) Low resource dependency parsing: cross-lingual parameter
sharing in a neural network parser. In: Proceedings of the 53rd annual meeting of the associa-

https://doi.org/10.1007/s10916-017-0875-4
https://doi.org/10.1016/j.future.2017.11.002


42 3 Deep Learning Methods and Applications

tion for computational linguistics and the 7th international joint conference on natural language
processing, vol 2 (Short Papers), 2015, pp 845–850

Esteva A, Kuprel B, Novoa RA, Ko J, Swetter SM, Blau HM, Thrun S (2017) Dermatologist-level
classification of skin cancer with deep neural networks. Nature 542:115

Girshick R (2015) Fast r-cnn. In: Proceedings of the IEEE international conference on computer
vision, 2015, pp 1440–1448

Glorot X, Bordes A, Bengio Y (2011) Domain adaptation for large-scale sentiment classification: a
deep learning approach. In: Proceedings of the 28th international conference onmachine learning
(ICML-11), 2011, pp 513–520

He K, Zhang X, Ren S, Sun J (2016) Deep residual learning for image recognition. In: Proceedings
of the IEEE conference on computer vision and pattern recognition, 2016, pp 770–778

Hinton G et al (2012) Deep neural networks for acoustic modeling in speech recognition: the shared
views of four research groups. IEEE Signal Process Mag 29:82–97

Hinton GE, Salakhutdinov RR (2006) Reducing the dimensionality of data with neural networks.
Science 313:504–507

Jain A, Tompson J, LeCun Y, Bregler C (2014) Modeep: a deep learning framework using motion
features for human pose estimation. In: Asian conference on computer vision, 2014. Springer, pp
302–315

Krizhevsky A, Sutskever I, Hinton GE (2012) ImageNet classification with deep convolutional
neural networks. In: Paper presented at the proceedings of the 25th international conference on
neural information processing systems, vol 1, Lake Tahoe, Nevada

LeCun Y, Boser B, Denker JS, Henderson D, Howard RE, Hubbard W, Jackel LD (1989) Back-
propagation applied to handwritten zip code recognition. Neural Comput 1:541–551

LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521:436–444
Litjens G et al (2017) A survey on deep learning in medical image analysis. Med Image Anal
42:60–88

Lowe DG (2004) Distinctive image features from scale-invariant keypoints. Int J Comput Vis
60:91–110. https://doi.org/10.1023/B:VISI.0000029664.99615.94

Lu N, Li T, Ren X, Miao H (2017) A deep learning scheme for motor imagery classification based
on restricted boltzmann machines. IEEE Trans Neural Syst Rehabilitation Eng 25:566–576

Oliva A, Torralba A (2001) Modeling the shape of the scene: a holistic representation of the spatial
envelope. Int J Comput Vision 42:145–175

Rajpurkar P et al (2017) Chexnet: radiologist-level pneumonia detection on chest x-rays with deep
learning. arXiv preprint arXiv:171105225

Ramsundar B, Kearnes S, Riley P, Webster D, Konerding D, Pande V (2015) Massively multitask
networks for drug discovery. arXiv preprint arXiv:150202072

UllahA,Ahmad J,MuhammadK, SajjadM, Baik SW (2018) Action recognition in video sequences
using deep Bi-directional LSTM with CNN features IEEE. Access 6:1155–1166

Xu K et al (2015) Show, attend and tell: neural image caption generation with visual attention. In:
International conference on machine learning, 2015, pp 2048–2057

Yang W, Lu Z, Yu M, Huang M, Feng Q, Chen W (2012) Content-based retrieval of focal liver
lesions using bag-of-visual-words representations of single-and multiphase contrast-enhanced
CT images. J Digital Imaging 25:708–719. https://doi.org/10.1007/s10278-012-9495-1

Yang Y, Hospedales TM (2016) Trace norm regularised deep multi-task learning. arXiv preprint
arXiv:160604038

Zaremba W, Sutskever I, Vinyals O (2014) Recurrent neural network regularization. arXiv preprint
arXiv:14092329

Zhang R, Isola P, Efros AA (2016) Colorful image colorization. In: European conference on com-
puter vision, 2016. Springer, pp 649–666

https://doi.org/10.1023/B:VISI.0000029664.99615.94
https://doi.org/10.1007/s10278-012-9495-1


Chapter 4
Integration of Big Data and Deep
Learning

Muhammad Talha, Shaukat Ali, Sajid Shah, Fiaz Gul Khan and Javed Iqbal

Abstract The traditional algorithms of artificial intelligence and neural networks
have many limitations to process big data in real time. Therefore, the researchers
introduce the concept of deep learning to address the aforementioned challenge.
However, big data analytics required a process consists of various steps where in
each step an algorithm or a bunch of algorithm can be used. This chapter explains
the role of machine learning in processing big data to meet various applications
and users’ demands in real time. Similarly, various techniques of deep learning are
studied to show how they can be used to address various challenges and issues of big
data. Similarly, other similar techniques such as transfer learning are also discussed
to support the study of deep learning.

List of Acronyms

CNN Convolutional neural network
DBN Deep belief network
GPU Graphical processing unit
RBM Restricted Boltzmann machine
DSN Deep stacking network
RFID Radio frequency identification

4.1 Machine Learning in Big Data Analytics

Companies are collecting a huge amount of data at different pace, volume, and format.
The volume of data is not that much important, but what really matters is the use of
this data. In today’s digital world, big data has a very significant role when it comes to
customer data. But this data can be of no use if it is not paired with machine learning
systems having high computational capability. Machine learning systems can give a
real insight into the customer data and can be used in more efficient way according
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to the needs of the organization. Big data along with machine learning can really
boost the organization business and can gear up long-time business importance.

The distinctive features of big data such as huge volume, different varieties,
high speed, complex, unstructured, and inaccurate have really challenged the tra-
ditional data mining and statistical techniques, which are primarily developed for
small datasets. Machine learning techniques are favored by data scientists to explore
the patterns and structures hidden in big data and to extract more useful information
out of it. Machine learning is categorized into supervised and unsupervised learn-
ing, already discussed in Chap. 1. Popular machine learning approaches are support
vector machines, classification trees, Naïve Bayesian, and K-nearest neighbor.

4.1.1 Machine Learning and Big Data Applications

Machine learning is widely used in different real-world applications in different
disciplines. The use of machine learning is there where we have a high volume of
structured and unstructured data. Recently it has attracted scientists from different
domains such as machine learning which is used in plant sciences to analyze large
datasets (Ma et al. 2014). Data in biomedical and healthcare is generated on daily
basis, and it is very important to analyze with maximum accuracy and minimum
response time (Chen et al. 2017). Machine learning along with big data is used in
healthcare for improving patient care and monitoring, early disease detection, and
assisting doctor to forecast patient health issues.Automotive, financial services, intel-
ligent transportation systems, national security, computer vision, and many others
are using machine learning to extract data of their requirement (Data Science 2018).

In this digital world where data is generated in such a huge volume with different
varieties and veracity, it becomes a top priority for organizations to handle it effi-
ciently. The impact is that companies are restructuring infrastructures and shifting
toward big data to increase automation and the use of smart devices to enhance the
productivity and to deliver services to the customer in the best possible way.Machine
learning systems with high computational and storage capacity along with intelli-
gence can offer such services, and big companies have already integrated machine
learning and big data.

4.2 Efficient Deep Learning Algorithms in Big Data
Analytics

As earlier discussed, deep learning is the subfield of machine learning, and it is
one of the hottest topics that is adopted in almost every field where ever big data is
involved. It is expected that by 2020, the amount of data generated over the Internet
will cross 35 trillion GBs. Now, one can imagine that what kind of challenges it
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will bring when it comes to extract useful information according to the need of
organizations.Deep learning is the answer tomanyof the questions that are associated
with this bulk of data. Deep learning automatically learns patterns and structures
hidden in the raw data using machine learning techniques. Due to its features, DL
has not only attracted researchers from different domains but also got popularity in
the industry, and companies such as Facebook, Apple, Google, and YouTube are
pushing deep learning toward their services and products (Chen and Lin 2014). For
instance, Apple’s Siri (Efrati 2017) is the virtual personal assistant, Google using it
in Google translate, Google street view, image search engine, and voice recognition
(Jones 2014).

Some of the deep learning models and algorithms are deep belief networks, recur-
sive neural networks, convolutional neural networks, convolutional deep belief net-
works, and deep Boltzmann machines. However, the two commonly used archi-
tectures in deep learning are deep belief network (DBN) and convolutional neural
network (CNN) (Chen and Lin 2014).

Deep belief networks have the potential to learn the representation of features
using structured and unstructured data with the help of supervised and unsupervised
techniques. It consists of input, hidden, and output layer. The restricted Boltzmann
machine (RBM) uses DBN to construct a model that consists of two layers that are
fully connected to each other (Raina et al. 2009). In the literature, DBN model is
used by many researchers to efficiently and accurately process big data. M. A. Raina
proposed a graphical processing unit (GPU)-based model using stacked RBM in
parallel to handle large volume of data with minimized process time (Raina et al.
2009). Thepower of deep learning is that it can train andhandlemillions of parameters
at a time. Deep stacking network (DSN) is proposed byD. Y. L. Deng, which consists
of a single hidden layer having many specialized neural networks (modules). These
modules are parallelized with inputs, and the output of each module constructs DSN
(Deng et al. 2012). TensorDSN is themodified deep architecture proposed for parallel
computing consists of CPU clusters (Hutchinson and Yu 2013).

The training process can be speeded up by maximizing computing power, which
has great importance in big data using deep learning. Multiple processing cores are
used,where each core handles a subset of data.Another approach splits the hidden and
visible units in n machines to speed up the process. FPGA-based implementation is
also used for large-scale deep learning. Convolutional neural network is another most
commonly used architecture, in which deep learning methods are locally connected.
It is composed of feature map and classification layers in a hierarchical manner. The
layer that takes data from input layer is known as convolutional layer, responsible for
convolutional operations (Deng and Yu 2014). The output of this layer is forwarded
to sampling layer that reduces size of upcoming layers. CNN is implemented on
number of cores having GPU implementation to support the large number of layers.
The CNN architecture has been widely used in different domains such as computer
vision and image and speech recognition. Two GPUs are proposed by A. Krizhevsky
with five convolution and three classification layers to achieve high-speed processing
(Krizhevsky 2012). Authors proposed that half of the layers will be processed by
one GPU and half by another to distribute the load of processing without affecting
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host memory. CNN has been used in different domains such as fire detection, video
surveillance, disaster management, computer vision.

4.3 From Machine to Deep Learning: A Comparative
Approach

Machine intelligence is a field of artificial intelligence and refers to the intelligence
exhibited by computers throughprogramming.However,whenwe aremoving toward
big data, traditional machine learning techniques are turned to deep learning tech-
niques, which are more powerful, easy to implement, and efficient to deal with huge
amounts of data originated from recent data-driven businesses. Deep learning, which
is a subset of the machine learning approach, is a new and more complicated way
of analyzing big data. Deep learning allows us to solve those problems which were
impossible to address before the introduction of deep learning. So, deep learning is an
approach for implementing machine learning techniques. There are some tasks that
machines can perform it in a better way than human beings; for example, in image
classification, the computer shows better results than human. In 2015, the ImageNet
winning entry, the ResNet, has given better accuracy than human level in with less
error rate compare to traditional methods.

I would like to explain the comparison between traditional machine learning
and deep learning through an example in which the system recognizes an animal;
the system has to identify the given image of an animal. To solve this problem
through machine learning approach, all features like if the animal has whiskers or
not, similarly, the domain expert will define all the important features. In contrast
to machine learning, the deep learning repeatedly selects that features which are
required for categorization of the animals. Following are the important factors that
could be used to compare the traditional machine learning and deep learning:

4.3.1 Performance on Data Size

The performance of deep learning and machine learning is dependent on the size of
dataset. When the volume of data increases, the deep learning algorithms execute
quickly than traditional machine learning algorithms. However, in the case of a small
dataset, the conventional machine learning approach shows better results than deep
learning algorithms.
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4.3.2 Hardware Requirements

Deep learning algorithm greatly depends on powerful machines; on the other hand,
traditional machine learning algorithms can also work on low powered devices.
It is because the deep learning algorithms essentially perform a large size matrix
multiplication.

4.3.3 Feature Selection

Inmachine learning, almost all the features are identified by a domain expert and then
hard coded as per the environment and data type. While in deep learning, algorithms
perform the learning process of high-level features from source data. Therefore, deep
learning decreases the task of programmer and new features are extracted for such
problems. For example, CNN tries to learn low-level features like edges and lines
in early stages then parts of faces of people and then high-level representation of a
face.

4.3.4 Problem-Solving Approach

When we are solving some problem using machine learning algorithm, it normally
divides the problem into multiple parts. It addresses these parts individually and
combines them when solving the problem and gets the result. Deep learning, in
contrast, solves the problem from end to end.

4.3.5 Execution Time

Normally, a deep learning algorithm takes more time to train it in contrast traditional
machine learningwhich takes lesser time to train. Themachine learning takes training
time ranging from some seconds to a few hours. However, in the testing stage, the
deep learning approach takes much lesser time than machine learning.

4.4 Applications of Deep and Transfer Learning in Big Data

Transfer learning is comparatively a new approach for the improvement of data
learning by using the acquired knowledge from different known class-labeled data
tasks and domains (Yang 2008). The transfer learning is to use the existing knowledge
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learned from a task where a lot of known class-labeled data is available to those data
where a little known class-labeled data is available. The traditional machine learning
model generalizes to unknown data based on learned patterns from the training set.
While in transfer learning, the generalization process is started from those patterns
that have been learned from other different tasks. The machine learning approaches
require the training dataset, and test dataset is supposed to have the same feature
space and the equal distribution. In contrast, the transfer learning approach allows
the tasks and distribution of the dataset used for training and testing purposes may
be different. It is generally used in those situations when we have the training data
that are insufficient for an appropriate data modeling. The knowledge is transferred
from the related training data from some other tasks to enrich the data features of
the target task. In transfer learning, more data characteristics are integrated, more
improved will be the learning results (Yang and Chu 2015).

Deep learning has its great success and achievement in many areas, for exam-
ple, image recognition and analysis, speech recognition, and text mining. It can be
used both as a supervised and unsupervised learning strategy to learn the multilevel
features and representations for the tasks of classification and pattern recognition.
In the recent era, the sensor networks and the advancement of communication tech-
nologies have generated a huge amount of data. However, this big data offers great
prospects for different areas like industrial control, e-commerce, and smart medical.
Along with these opportunities, it has many issues on data mining and information
processing due to its characteristics of large volume, variety, velocity, and veracity.
The deep learning plays a significant role in big data analytics (Zhang et al. 2018).
The deep learning techniques can be used to parallelize different data-driven appli-
cations to achieve optimum performance. For example, Hernández et al. (2017) used
a benchmark of 15 Spark applications on the Grid5000 test bed and was claimed a
51% performance improvement while using the recommended parallelism settings.

4.4.1 Healthcare

Deep learning can work as an assistant to medical practitioners and researchers to
extract the hidden relationships in the data related to healthcare and to serve it in a
better way. Deep learning can be used by doctors to analyze many of the diseases
accurately and can take help from deep learning to treat them in a better way.

In drug discovery, the deep learning can help to discover a new or develop the
existing medicines. The deep learning techniques can analyze the patient’s medical
history and suggests the best treatment for them. Moreover, the patient data can
be used for gaining insights from patient symptoms and tests to predict the future
patterns.
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The deep learning techniques can be applied to medical imaging like MRI scans,
CT scans, and ECG to diagnose alarming diseases, for example, heart disease, cancer,
and brain tumor. It helps the doctors to analyze the dangerous diseases in a better
way to provide the patients with the best treatment. Deep learning can be used to
detect the cancer-type diseases at an early stage.

In the patient insurance schemes, frauds can be detected using deep learning
approaches by analyzing the medical insurance and fraud claims data. It can predict
such fraud claims that may occur in the future. The deep learning can also be used
for the promotion of the insurance industry in the medical field by analyzing the
patients’ data.

4.4.2 Finance

Finance is one of the computationally intensive fields which requires a lot of com-
putation when we are dealing with a financial model. It is because the economic
domain is complex and nonlinear with a large number of factors that influences other
factors. Deep learning can be used in such situations. These techniques can be used
in risk management, pricing, and even for the prediction of the future trades.

Deep learning approach can be used for better customer services. It can be used
for the categorization of customers based on the loyalty to give them better services
and facilities. In financial matters, fraud detection is one of the most challenging and
vital tasks. Big data can be used to analyze it using machine learning techniques and
detect the frauds.

4.5 Deep Learning Challenges in Big Data

Processing big data is a challenging job, and many researchers and data scientist are
still working in the samefield. The data around us is generatedwith high speed, and its
volume is getting increasing every day. Therefore, we need sophisticated algorithms
to target the big data before it goes out of the reach of the existing algorithms. Before
going to discuss the big data challenges in detail, we will present a comprehensive
analysis of how data is generated from various sources. These sources include but
not limited to exisiting datasets and databases containing structured and unstructured
data.

4.5.1 Internet of Things (IoT) Data

As we know in the world economic forum 2011, the data is titled as the new oil
of the world. Therefore, we need proper and efficient data analytics to care about
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various dimensions of big data. However, with the introduction of IoT concepts, the
nature of data is entirely changed in the size, shape and requires statistical methods to
address the analytics of data. Every day, millions of GB data is generated due to the
millions of connected devices over the Internet. These devices are connected through
various technologies such as sensor network, radio frequency identification (RFID),
Bluetooth, andWi-Fi. One of themajor problems is to use sophisticated techniques to
handle the data during the communication over these technologies. Similarly, the IoT
is still in its initial phases and we need standards and laws to regulate the use of IoT.

4.5.2 Enterprise Data

A recent study has suggested that the enterprise data is the world’s main source of
generating big data. The most important sources include the Web sites and social
networking Web sites operating over the Internet such as Facebook and Google.
However, to deal with such huge amount of data generated by these devices everyday
needs proper energy management. The energy management can be carried out using
the green technologies. However, still we need further assessments and methods to
come up with the proper methods and techniques for green computing.

4.5.3 Medical and Biomedical Data

The biomedical data is generating with several properties such as heterogeneous
structures, large amount, and biological concepts.Dealingwith such data can produce
beneficial results both for medical research and dealing with new diseases. However,
it is still a challenging area and the researchers and data scientists are working to use
proper tools and techniques to come up with better results and outcomes.

Apart from these generating sources and its challenges, the four Vs structure of
the big data is widely studied and addressed at various forums. Figure 4.1 shows the
challenges present in the form of four Vs.

Similarly, traditional learning algorithms are not designed to handle continuous
stream of data. Therefore, such properties of big data lead to another dimension of
big data called real-time processing. Processing off-line data with Hadoop along-
side MapReduce structure is somehow possible. However, online data or the data
generated cannot be processed in real time using the Hadoop ecosystem.
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Fig. 4.1 Challenges of big data present in the form of four Vs
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Chapter 5
Future of Big Data and Deep Learning
for Wireless Body Area Networks

Fasee Ullah, Ihtesham Ul Islam, Abdul Hanan Abdullah and Atif Khan

Abstract Deep learning is an innovative set of algorithms in machine learning and
requires minimum efforts of human engineering in extraction of features from data.
It has the ability to find the optimum set of parameters for the network layers using a
back-propagation algorithm, thereby modeling intricate structures in the data distri-
bution. Further, deep learning architectures have resulted in tremendous performance
on most recent machine learning challenges included working with sequential data
such as text and time series data. In this connection, big data technology is an asset
for modern businesses and is useful if powered by intelligent automation. Big data
involves huge datasets that can be analyzed bymachine learning such as deep learning
algorithms to find insightful patterns and trends. With modern-day machine learning
and big data technology, organizations can drive its long-term business value farmore
successful than ever before. Potential real-world applications of big data are not lim-
ited to healthcare, retail, financial services, and the automotive industry. In this way,
the deep learning can have a great impact on analyzing the patient’s data generated
from wireless body area networks (WBANs). WBAN is the emerging technology in
healthcare to assist in monitoring of vital signs of patients using biomedical sensors.
The monitored data is transmitted to the medical doctor for an optimal treatment in
a life-threatening situation. At the end of this book, open research issues in WBAN
and big data have discussed.

List of Acronyms

BMS Biomedical sensor
CAP Contention-access period
CNN Convolutional neural networks
CEP Complex event processing
CGOC Compliance, Governance and Oversight Council
CFP Contention-free period
CS Conventional server
CSMA/CA Carrier-sense multiple access with collision avoidance
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DNN Deep neural network
EAP Exclusive access phase
ECG Electrocardiogram
EEG Electroencephalogram
EMG Electromyography
IEEE Institute of Electrical and Electronics Engineers
IP Inactive period
GPU Graphics processing unit
GSM Global system for mobile
GST Guaranteed time slot
HDFS Hadoop Distributed File Systems
LOS Line-of-sight
LSTM Long short-term memory
MLP Multilayer perceptron
MAC Medium access control
NLOS Non-line-of-sight
PHY Physical layer
QoS Quality of service
RAP Random-access phase
RNN Recurrent neural network
SPO2 Peripheral capillary oxygen saturation
TDMA Time-division medium access
VC Virtualized cloudlet
WBAN Wireless body area networks
WHO World Health Organization
WSN Wireless sensor network
TG6 Task Group 6

5.1 Introduction

Machine learning is a modern-day technology that enables systems to learn from
experience using statistical techniques, where it is difficult to explicitly program the
computing tasks involved. It leverages data to create intelligent programs and has
tremendous applications in almost any industry not limited to healthcare, banking,
finance, agriculture, manufacturing, and automation. From content filtering on social
networks and self-driving cars, it is gradually employed to handheld devices and
consumer products. Specific goal of a machine learning system can be identifying
biological cells in a microscopic image, converting speech to commands, translating
text to a different language, or recommending the next movie to watch.

Recently, these applications are revolutionized by a class of algorithms based on
neural networks, called deep learning. Advanced tools and techniques have dramat-
ically transformed the conventional neural network algorithms to the point where
they can outperform humans. Simple neural network design allowed 2–3 layers,
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Fig. 5.1 Performance relationship of deep networks with the increase in amount of data original
slide by Professor Andrew Ng

while deep networks may contain hundreds of layers. The successful design and
applicability of a deep network is possible due to three main technologies. First, the
availability of huge label datasets allows it to capture the actual distribution of the
patterns. Second, together with high-performance GPUs and increased memory, it
has made it possible to reduce training time of deep networks with huge data from
months to hours. Last but not least, pretrained models can be retrained with smaller
data sizes for new tasks, a technique known as transfer learning, which results in
saving training time and effort yet not compromising performance. Figure 5.1 shows
the performance relationship of deep networks with the increasing amount of data.
It is clear that traditional machine learning can hardly benefit from the increase in
data size.

Deep learning learns to extract features directly from images, text, and sound,
at multiple layers of the networks, where complex features are defined across the
layered hierarchy in terms of simple low-level features. It then also learns a function
to map the features into a desired output and achieves higher accuracy with more
data, entitling deep learning as an end-to-end learning algorithm. This is contrary to
other machine learning algorithms that learn only a function that maps input features
to a desired output. For the reason, machine learning workflow needs an explicit
feature engineering or feature extraction step done by human engineers, resulting in
features termed as handcrafted features. See Fig. 5.2.

The rest of the chapter is constructed as follows: Sect. 5.2 presents deep learning
frameworks based on the feed-forward networkmodel. Future of deep learning in big
data is discussed in Sect. 5.3. Further, introduction of wireless body area network is
presented in Sect. 5.4. Section 5.5 presents the existing applications and future appli-
cations of wireless body area network. Section 5.6 presents the existing challenges in
routing protocols of wireless body area network. Working of superframe structures
of IEEE 802.15.4MAC and IEEE 802.15.6MAC along with research challenges has
been presented in Sect. 5.7. Further, introduction to big data is described in Sect. 5.8,
and the applications of big data are presented in Sect. 5.9. Open research issues of
WBAN and big data are presented in Sects. 5.10 and 5.11, respectively.



56 5 Future of Big Data …

Fig. 5.2 a (Di Cataldo et al. 2014; Ul-Islam 2014) Traditional machine learning with feature
engineering by a domain expert versus end-to-end deep convolution learning b Deep CNN-end to
end learning

5.2 Feed-Forward Network Model

A deep neural network loosely mimics the human mind. It has layers with nodes or
neurons which are interconnected from the previous layers that act as input activa-
tions. The layered construction utilizes the unknown data distribution and models to
capture nonlinearity, resulting in better representation. It consists in an input layer,
hidden layer(s), and an output layer(s). Modern-day neural nets can be classified into
a number of types based on their design and application. Among are multilayer per-
ceptions (MLPs), deep convolution neural nets (Lecun and Bottou, n.d.), recurrent
neural nets (Schmidhuber 1997; El Hihi and Bengio 1996), and many others like
autoencoders (El Hihi and Bengio 1996), generative adversarial networks (El Hihi
and Bengio 1996), and residual networks (He et al. 2016). Figure 5.3 shows MLP
with one input and output layers and with two hidden layers.

In a forward pass, the input layer accepts inputs presented to the model; subse-
quently, each layer linearly combines the weighted output from the previous layer,
and at each node, an activation function is applied. Input xi is the applied at the input
layer, where at each node in the hidden layer the activation a is calculated as the
weighted combination of the input variables, a � σ(z) and where z � wT x + b,
from the previous layer in the network.

Activation function characterizes the output of a neuron and introduces nonlinear
transformation making the network capable of learning complex tasks. On contrary,
its absence would limit the network nodes with simple linear transformations and
never be able to model complex structures. Many kind of activation functions are
commonly used in practice like the hyperbolic tangent function tanh, sigmoid func-
tion, ReLU (Taigman et al. 2014), and leaky ReLU functions, Fig. 5.4. Intuitively,
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Fig. 5.3 a A feed-forward network (or MLP) with input layer, hidden layers, and output layer and
b the computation at a single neuron with input and output activation

Fig. 5.4 Different activation functions are shown in a sigmoid, b tanh, c ReLU, and d leaky ReLU

each node in the network is responsible for detecting a particular feature. In case of
tanh function, a smaller value of z would give a higher gradient, suggesting further
training of the node, and a larger z would seize such training. Calculation of these
gradients and retraining of weights are part of a back-propagation step of the deep
learning algorithm. A heuristic activation function ReLU has become quite popular,
due to its fast computation; however, its updating of weights sometimes leaves a
node as inactive. This problem is being resolved by utilizing, for example, a leaky
ReLU (Maas andHannun 2013) at the expense of additional computations. Figure 5.4
shows the different activation functions.
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To make this all happen, a cost is always computed at the output layer, which is
a measure of the difference between output value and actual ground truth value. A
cost function is represented as J (w, b) � 1

m

∑m
i�n L(y

′, y), wherew are the weights,
b is the bias, m is the number of training samples, y as actual and y′ as the estimated
output, and L is the loss function. The popular loss functions are cross-entropy loss,
misclassification rate, or L2 loss also known as the mean squared error. The objective
of the training process is to minimize this cost, using an optimization algorithm such
as gradient descent algorithm which involves taking gradients of the activations and
updating weights at network layers. This process is called back propagation. The
final weights that minimize the loss function are considered to be the solution of the
DNN model.

5.2.1 Deep Learning Frameworks

Among the types of deep neural nets is convolution neural network (CNN), which has
attracted many researchers in the computer vision community (Multi-column deep
neural network for traffic sign classification 2012; Taigman et al. 2014; Hadsell et al.
2014; Sainath et al. 2013). The algorithm works well where the inputs are images
or if the data modalities are in the form of multiple arrays. Like MLP, CNN also
contains an input layer, several hidden layers, and an output layer. The layers involve
some operations on data termed as convolution, pooling, and the ReLU function.
Convolution uses filters on image or multiarray to highlight certain features. Pooling
involves nonlinear downsampling or reducing the parameters of the network. ReLU
activation is applied for the purpose of faster training. Some top CNN architectures
are AlexNet (Krizhevsky et al. 2012), VGG (Karen Simonyan 2014), Inception V3
(Szegedy et al. 2016), andResNet (He et al. 2016), resulting in significant gains on the
popular ImageNet dataset (Sutskever et al. 2011), with 1000 classes and 1.2 million
labeled images. The trained models are useful to study, as they can be utilized to
perform transfer learning, a technique that helps to reduce the training time on new
tasks.

Whereas CNNs are winner algorithms for processing images and multiarray
modalities like video, speech, and audio, recurrent neural net (RNN) has excelled
on tasks that involve sequential data such as language modeling and translation,
speech recognition, handwriting recognition, and other sequence problems. They
can be used to identify the next character in a word (Sutskever et al. 2011) or the
next word in a sentence or can be used for more complex task such as outputting the
sentiment expressed in a paragraph. A sequence is simply a stream of data items,
where the individual items are interdependent. For instance, the meaning of a sen-
tence can be correctly understood once we put the entire workflow of conversation
into context. Similarly, in stock market, a single tick will only tell the current price,
but to model the movement and enable a buy–sell decision, more data readings are
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needed in the sequence. The construction of RNN is such that the hidden state of
the previous time step and the input of the current time step are used to calculate the
current output. Unlike the basic NN, RNN uses its internal memory to process some-
what arbitrary sequences of inputs. One of the famous algorithms is long short-term
memory (LSTM) (Schmidhuber 1997) which is a widely class of RNNs.

5.3 Future of Deep Learning

The progress in deep learning and AI-based solutions will continue and is expected
to accelerate in the coming future. Although this success is only seen in supervised
learning-based solutions, the future holds reviving interests for the research com-
munity in unsupervised learning. This is plausible, as the human learning process is
largely unsupervised, we model structures in the world by observation not by being
taught by its names. To this end, potential future work in deep learning for computer
vision can involve in combining different representations like CNN, RNN, and deep
reinforcement learning. Initial advances in this regard have resulted in interesting
applications like a computer learn to play video games. With increasingly massive
data sizes and computational facilities, end-to-end deep learning-based algorithms
and architectures are expected to see more successes in the near future.

5.4 Introduction to Wireless Body Area Networks

Wireless body area networks (WBANs) are the emerging technology and the
most attractive field for the research community (Cavallari et al. 2014), academia
(Quwaider and Jararweh 2015), and industry (Shu et al. 2015) to solve the health
monitoring issues for patients in urban and rural areas. Further, the World Health
Organization (WHO) (Latré et al. 2010a; Acampora et al. 2013; Murray et al. 2012)
has issued various reports on the death rates that have been increased inmillions annu-
ally due to various diseases. These diseases are cancer, heart attack, diabetic issues,
stroke, respiratory, abnormality of blood sugar (Acampora et al. 2013). Further,WHO
has categorized these death rates based on the income of countries which are low
income, middle income, high income worldwide as shown in Fig. 5.5. Figure 5.5
depicts the increased number of death rates due to insufficient health resources to
provide to patients on time (Latré et al. 2010a, b). The existing studies show that most
of the deaths are home-based old aged people and also because of remotely moni-
toring of patients from remote areas which are away from routine health checkup.
In addition, the existing hospitals cannot provide health services on time due to lack
of manpower and resource-constraint environment of hospitals which are the costly
practices. Thus, for long-term monitoring of health problems of patients and home-
based old aged people, WBAN is the innovative technological and cheap solutions to
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Fig. 5.5 WHO reports on average death rates in million

monitor vital signs of a patient. Themonitored data is then forwarded towardmedical
doctors for an optimal treatment via GSM technology.

WBAN employs various biomedical sensors (BMSs) to monitor various vital
signs of a patient. These BMSs are included to monitor respiratory rate, heartbeat
rate, blood pressure, glucose level, temperature, ECG, EEG, EMG, and SPO2 (He
et al. 2011) of patient. The monitored (sensory) data of a patient is transmitted to
coordinator where all types of sensors are connected with coordinator as shown in
Fig. 5.6. The coordinator is responsible for transmission of the sensory data tomedical
doctors. BMSs are connected with coordinator in the star or mesh topology based
on the need of a patient. Figure 5.6 shows three methods of deployment of BMSs
with a coordinator in the star topology. The first method is known as implantable,
whereas different BMSs are inserted inside the patient’s body to monitor various
organs like lungs, kidney, and heart. The suitable example of the implantable sensors
is capsule endoscope, as shown in Fig. 5.7a. Using wearable sensors is the second
method to monitor vital signs like using of ECG, EEG, and EMG sensors which
are sewed in the shirt of a patient or directly placed on the skin of a patient, as
shown in Fig. 5.7b. The third method of deployment of sensors is different where
different behavioral monitoring sensors are placed around the patient to monitor
different physical activities. These physical activities are included monitoring of
sleepingposition andduration, posturalmovements of a patient like running,walking,
dancing, and defective setting on sofa.
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Fig. 5.6 Typical deployment of BMSs to monitor vital signs of patient

(a) Implantable BMS for Heart Monitoring 
        in real time

(b) Wearable of BMSs 

Fig. 5.7 Typical deployment of BMSs
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5.5 Applications of Wireless Body Area Networks

Wireless body area network has wide applications in many fields including emer-
gency services, consumer electronics, sports and fitness, lifestyle, defense, entertain-
ment and gaming, personal healthcare, and medical (Applications of WBAN 2018),
as shown in Fig. 5.8. In emergency services and defense, the deployed BMSs moni-
tor vital signs of firefighters and soldiers, respectively, in their working environment.
The aim of this monitoring is to inform the medical doctors if the person wounds
or any emergency situation occurs. The sports and fitness, personal healthcare, and
medical are together to monitor and maintain his/her health during sports activities,
monitor home-based aged people health, and monitor different vital signs of serious
patients in intensive care units (ICUs) andwards, respectively. The entertainment and
gaming and consumer electronics are come in categories of enjoyable applications,
whereas a person can open, forward, install, and delete game or songs, and similarly,
a person can download, install, and remove an app, based on the mood, respectively.
With these applications serving for humanity, it may be used widely.

Fig. 5.8 Applications of wireless body area network (Applications of WBAN 2018)
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5.5.1 Future Applications of Wireless Body Area Networks

The future of technological applications ofWBAN is emerging toward driving assis-
tance, electronic bill payment, security-based entrance to office, automatic operation
in printing, and monitoring of health condition of patient (Future Applications of
WBAN 2018), as shown in Fig. 5.9. In future, the driving person can adjust a seat
of car if she feels uncomfortable with her driving seat. In this situation, she will
apply force toward backside of seat for adjustment. In addition, the deployed BMSs
will monitor different vital signs and will inform medical doctors if a person feels
uncomfortable. In similar way, the person will not keep all transaction cards in his
pocket but the embedded sensor in body will authenticate user and perform transac-
tions. Furthermore, the outnumber of security guards will be reduced by company
and the implanted sensors will authenticate users either he/she can enter to office or
not. Printing of documents will be easy because bar code on the paper will recognize
how much documents need to be printed. In this situation, the device will send print-
ing information to the sewed sensors. The sewed sensor will forward the request of
printing to the printing device.

Fig. 5.9 Future applications of wireless body area network (Future Applications of WBAN 2018)
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5.5.2 Use of Biomedical Sensors in Wireless Body Area
Networks

The biomedical sensor is made of two units that are radio transceiver and
physiological-signal sensor (Chan et al. 2012). The function of the radio transceiver
is to receive and transmit signals from sensor node and forward toward the desti-
nation node, while function of the physiological-signal sensor is to convert analog
signal into digital form that has sensed from sensing environment. Further, the exist-
ing BMSs are respiration, blood pressure, accelerometer, heart rate, glucose, ECG,
EEG, blood oxygen, EMG, pulse oximetry, pressure, gyroscope, and motion sen-
sors used to monitor different vital signs of a patient. The functionality of some
BMSs with their respective transfer rates (data rate) is presented in Table 5.1 in the
following.

These BMSs help in monitoring vital signs and transmitting alert signals to the
medical doctor if the condition of a patient is life threatening. Further, every BMS
has different transfer rates in transmission of sensory data, and they need different
quality of services (QoSs) due to their sensitive data. Therefore, they need to allocate

Table 5.1 Functionalities of BMSs in WBAN (Chakraborty et al. 2013; Al Ameen et al. 2012)

Name of BMS Transfer rate Use

Respiration 0.23–9.95 kbps Respiration assists different organs to consume energy
with the support of oxygen and glucose

Blood pressure <9.99 bps This sensor contains systolic and diastolic values which
show either blood pressure level is normal or abnormal

Accelerometer 11 kbps Assisting to show directions in 3D for calculating the
desired energy for movements

Heartbeat 2.2 kbps This sensor monitors beat of heart per minute showing low
and high threshold values or normal ranges

ECG 142 kbps with
12 leads

Contains of different wires installed on chest to monitor
heart rate

Temperature 122 bps Monitors the patient’s body to show either it has coldness
or hotness

Blood oxygen 15 kbps Needs a certain amount of oxygen for smooth flow of
blood in the body

Gyroscope 9 kbps Monitors changes in body and sends an alert signal during
emergency situation

Pressure 2.2 kbps Normally, this sensor is placed on the shoulder of a patient
to monitor sitting and falling position

Pulse oximetry 1.22–2.1 kbps Assures delivery of certain level of oxygen in blood

EMG 318–580 kbps Uses electrodes to monitor neuromuscular and is placed in
the human body

EEG 30 kbps Brain uses waves to recognize whether it is working in
normal or in abnormal conditions
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dedicated paths and channels for data transmission without collision, retransmission,
and delay and consume minimum energy in transmission of data with higher data
reliability. However, the research community needs to develop innovative solutions
to transmit data without retransmission due to collision and delay. In addition, BMSs
need to consume minimum energy in different decisions of path selection.

5.6 Existing Challenges in Wireless Body Area Networks

IEEE has defined two standards for wireless communication that are IEEE 802.15.4
(IEEE 802.15.4 2006) and IEEE 802.15.6 (Man et al. 2012). IEEE publicizes guide-
lines on MAC and PHY layers, while there are no guidelines provided about rout-
ing layer. Hence, it is the responsibilities of the research community to design and
develop routing protocols which must be delay-aware, energy-efficient, and a highly
reliable in path selections. Furthermore, IEEE 802.15.4 has designed and developed
for wireless sensor networks (WSNs), while the Task Group 6 (TG6) has specially
designed and developed IEEE 802.15.6 for wireless body area networks (WBANs).
IEEE has published its first draft related to IEEE 802.15.6WBAN in 2012. However,
the research community and academia have been used IEEE 802.15.4 for WBAN
before commencing of IEEE 802.15.6. IEEE 802.15.4 has provided all functionali-
ties which are currently provided by IEEE 802.15.6. Numerous researches have been
conducted for WBAN, and various routing protocols and MAC protocols have been
suggested which are explained in the following.

5.6.1 Routing Protocols

The routing protocols assist to specify devices for communication with other devices
and distribution of network information which enables to select a reliable path
between devices. Normally, the sensory data of patient’s body is classified into non-
emergency and emergency data. The non-emergency data contains normal readings
of vital signs like normal temperature and blood pressure, while emergency data con-
tains abnormal reading of vital signs such as abnormal readings of heartbeat rate and
respiratory rate. This sensory data is transmitted to the coordinator without priority,
and the coordinator further transmits them without prioritization of emergency data.
However, the existing classification of the patient’s data is not sufficient because it
does not distinguish between same types of emergency data if two different sensors
transmit them to the coordinator at the same time. In addition, the coordinator is not
able to resolve the conflict of allocation of path/channel on the priority if two sensors
transmit data at the same time.

The selection of appropriate paths is based on the residual energy level of nodes,
avoidance of the hot spot, and delay paths. Due to this, the research communities
divide the routing protocols in WBAN into four groups (Bangash et al. 2014), as
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CLUSTER PROTOCOLS 

QoS PROTOCOLS 

POSTRUAL MOVEMENT 
PROTOCOLS 

ROUTING PROTOCOLS 

TEMPERATURE-AWARE PROTOCOLS 

Fig. 5.10 Classification of routing protocols in WBAN

shown in Fig. 5.10. These are temperature-aware routing protocols, cluster routing
protocols, QoS routing protocols, and postural movement protocols. Explanation of
each routing protocol is presented in the following.

5.6.1.1 Temperature-Aware Routing Protocols

The monitoring of vital signs of the patient’s body is with the support of BMSs.
A BMS heats up during monitoring and transmission of sensory data of vital signs
using multiple BMSs which burns skin and tissues. Causes of heat-up of BMS are
using of high-frequency radio power, radiation of antenna, and the node’s circuitry
(Movassaghi et al. 2014). Numerous studies have suggested new design and devel-
opment of routing protocols. Further, the researchers need to design and develop
energy-efficient algorithms, selection of reliable paths with lowest temperature rise
and shortest path to destination.

5.6.1.2 Cluster Routing Protocols

The large scale of communication area is divided into small area, known as cluster-
based routing protocols. The aim of clustering is to provide optimal connectivity
among nodes in WBAN. For example, the deployed BMS can communicate with
other BMSs in one sitting position of person. In case of changing of sitting position
of person, a BMS cannot communicate to other BMSs due to non-line-of-sight, and
BMSs consume maximum energy by using higher power of antenna, which may
cause other problems as mentioned in temperature-aware routing protocols.
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5.6.1.3 Quality of Service (QoS)-Based Routing Protocols

The problems of QoS arises in communication network when outnumber of BMSs
demand for dedicated and guaranteed bandwidth and network cannot fulfill require-
ments of the BMSs. In this situation, the congestion inside network has increased by
dropping maximum amount of data which causes delay in retransmission of data and
BMSs consumes a high amount of energy. The researchers need to design a reliable
and efficient algorithms based on QoS.

5.6.1.4 Postural Movement-Based Routing Protocols

Postural means bringing change in the static object. In WBAN, the structure of
the star or mesh topology has been frequently changed due to physical change in
the body such as sit, lying down, stand, walk, defective sitting on the sofa, and
the defective sleeping position. Due to effect of postural movement, BMSs cannot
transmit data directly to the coordinator by consuming a high energy with the support
of relay nodes. Existing researches have suggested to use line-of-sight (LOS), non-
line-of-sight (NLOS) (Latré et al. 2010a), and store-and-forward (Quwaider and
Biswas 2010) techniques. However, the patient’s data needs reliable paths for data
transmission without delay which can extend the network lifetime.

Anothermost important challenge is securing of sensory data in transmission. The
asymmetric encryption techniques cannot be implemented due to resource-constraint
setup of the tiny BMS. However, the existing academia needs to design a lightweight
security protocols for better security and optimal utilization of the hardware sources
of BMS. In concluding remarks, one should carefully design a routing protocol
considering different pros and cons of the four routing protocols in WBAN.

5.7 MAC Protocols

As mentioned earlier, there are two standards used for WBAN containing IEEE
802.15.4 and IEEE 802.15.6. Each of them is explained in the following.

5.7.1 Superframe Structure of IEEE 802.15.4

There are two types of superframe structure of IEEE 802.15.4 presented. First form
of superframe structure is known as non-beacon mode, and the second form of
superframe structure is known as beacon-enabled mode (Ullah et al. 2010). In the
non-beacon-enabledmode, the allocation of channels toBMSs is purely implemented
on contention with access scheme unslotted CSMA/CA. The non-beacon mode is
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Fig. 5.11 Superframe structure of IEEE 802.15.4 (re-drawn)

specially designed for limited number of nodes and has no special consideration
needed to take care of data in transmission.

The beacon-enabled-mode-based superframe of IEEE 802.15.4 (Ullah et al. 2010)
is presented in Fig. 5.11 and comprises of beacon, contention-access period (CAP),
contention-free period (CFP), and inactive period (IP). This superframe structure of
IEEE 802.15.4 is implemented on the coordinator node in MAC layer of OSI model
with sixteen channels/slots.Moreover, CAP is implemented on the scheduling access
CSMA/CA scheme, while CFP is implemented on TDMA scheduling access scheme
including guaranteed time slots (GTSs). The coordinator allocates CFP channels to
those BMSs who got access in the CAP channels. However, the allocation of the
CAP’s channel is based on the contention. The IP is used for sleep period when a
coordinator is free of allocation of slots.

At the beginning of superframe structure, the coordinator broadcasts a beacon
frame to all BMSs in the network. This frame contains information about scanning
of active and passive channels, calling of the next beacon interval, and time interval
of the superframe duration. However, IEEE 802.15.4 (Touati and Tabish 2013) has
the following drawbacks.

i. The superframe structure of IEEE 802.15.4 assigns sixteen channels which is
not sufficient for large data produced by BMSs.

ii. Allocation of channels to BMSs is based on the contention.
iii. Allocation of the GTS CFP slots once a BMS gets access of channel in CAP.
iv. No priority has defined to allocate channel to emergency data.
v. Due to limited channels and round contention, a maximum number of collisions

occur in CAP in which BMSs retransmit data with a higher delay and consume
a maximum energy.

vi. Considered only emergency and non-emergency data.
vii. Gap in the research of WBAN for IEEE 802.15.4 is that it does not resolve the

conflict of slot allocation if BMSs have same types of data.

Hence, the existing research community has suggested many superframe struc-
tures for MAC protocol in order to reduce collision, delay, retransmission of the lost
packets, and energy consumption.
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5.7.2 Superframe Structure of IEEE 802.15.6

In 2006, IEEE 802.11 had started new group that was TaskGroup 6 (TG6) (AlAmeen
et al. 2012). TG6 was assigned a task to design low-power sensors for monitoring the
health of patients. In 2012, the first draft was published for research community con-
taining information of superframe structure of IEEE 802.15.6 MAC. Furthermore,
the superframe structure of IEEE 802.15.6 comprises of beacon, exclusive access
phase (EAP-I/II), random-access phase (RAP-I/II), type I/II, and contention-access
period (CAP) (Rousselot and Decotignie 2009). At the beginning of communication,
the coordinator transmits a beacon frame to all nodes in the network for communi-
cation convergence. EAP-I and EAP-II have designed to handle emergency traffic,
while RAP-I, RAP-II, and CAP have designed to manage and handle non-emergency
data of patient. Type I is associated with emergency data, while type II is associated
with non-emergency data. Type indicates to coordinator which kinds of slots need to
be occupied. The slotted ALOHA and CSMA/CA scheduling access schemes have
implemented on IEEE 802.15.6. However, it has the same limitations as mentioned
in IEEE 802.15.4 like high energy consumption, allocation of channels based on
contention due to which retransmission becomes high with a higher delay, and not
suitable for emergency data.

5.8 Introduction to Big Data

With the beginning of twenty-first century, the cloud computing is emerging tech-
nology for managing and allocation of resources online to different stack holders.
Such stack holders are the government machinery, industry, and academia (Bates
et al. 2014). Due to this importance, the big data has been introduced and merged
in cloud computing to handle different input, output, and processed data of various
devices for efficient utilization of resources online without buying costly equipment.
Further, it has been reported in the Compliance, Governance and Oversight Council
(CGOC) (Du et al. 2015) that each year volume of data becomes double and the
existing infrastructure is not able to handle this huge amount of data locally. In the
similar way, it has also been reported that huge amount of sensory data is produced
from vital signs of a patient’s body which needs efficient mechanisms to receive, pro-
cess, and disseminate data toward the medical doctors. For this purpose, the existing
studies in WBAN big data have numerous contributions toward an efficient design
and development of mechanisms. The paper (Du et al. 2015) has included a mech-
anism who designed a framework in WBAN for big data for processing of sensory
information of a patient, as shown in Fig. 5.12. At the beginning of first phase, a huge
of amount data is collected from patient’s body with the support of deployed BMSs
containing clinical history from cloud servers. The load balancer unit extracts very
relevant information from sensory data of patient’s body about diseases based on
information of clinical history. Further, distributed CEP is an emergent technology
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Fig. 5.12 Framework for WBAN big data (Du et al. 2015)

for WBAN in big data with functionalities to process data and identifies the actual
disease(s). In this way, the data is transmitted using online data service integration.
The big data processing unit removes detailed information usingMapReduce feature
provided byGoogle and finally stores data in the big data storage server. The final unit
is Hadoop Distributed File System (HDFS) which splits data into different working
subunits with attributes of key and values. However, the suggested WBAN big data
model has many steps to extract the accurate information which creates overhead in
terms of a higher delay for decision-making and consumes a maximum energy of
BMSs by losing the life of patients. In addition, many WBANs have problems of
frequency interference/overlapping which may not able to process the sensory data
of patients and transmit to the medical doctor for optimal treatment. The authors
of (Quwaider 2014) has designed conventional server (CS) and virtualized cloudlet
(VC) to utilize efficiently online resources of big data for WBAN. Figure 5.13 shows
collection of data using cloudlet in WBA. However, it has the same challenging
issues as mentioned in (Du et al. 2015).

5.9 Applications of Big Data in WBAN

In this section, we will elaborate the applications of big data in WBAN which com-
prises of monitoring of vital signs and analysis, early detection of abnormal condi-
tions of patient, and daily basis activity monitoring of a patient using BMSs (Lin
et al. 2018).
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Fig. 5.13 WBAN with cloudlet-based data collection system (Quwaider 2014)

5.9.1 Monitoring of Vital Signs and Analysis

Big data plays a vital role in predication of accurate symptoms finding in patient’s
body using historical and clinical data information.With this predication, it improves
primarily the quality of life. However, these predications are based on some certain
parameters as mentioned in (Bates et al. 2014) that are management and childbirth,
consumer behavior, clinical decision support, and support services. In addition, the
symptoms of diseases need to be classified further for better understanding and early
detection that can be performed with the support of ontology using protégé tool.
Further, the existing tools which may assist to find symptoms in advance before
alarming situation happens to the life of patient include Google Flu Trends and
HealthMap. However, the research community needs to design and develop efficient
mechanisms in early detection of abnormal conditions of patient.

5.9.2 Early Detection of Abnormal Conditions of Patient

Normally, the patient of chronic metabolic needs an adequate healthcare compara-
tively to other types of diseases. Due to this, different BMSs are used to monitor
vital signs and periodically transmit results of sensory data to the physician. With
this support, the physician can proclaim in advance the severity of patient and do
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precaution activities. The proclaiming practices need history and clinical data which
need to be stored online and available every time. This can applicable only with the
support of big data.

5.9.3 Daily Basis Activity Monitoring of a Patient Using
BMSs

As mentioned earlier, Fig. 5.2 depicts how different BMSs can be deployed for
monitoring of different vital signs of patient. Sometimes, physicians need to monitor
the daily activities of patients and impact of these activities on their health. In addition,
the physician needs sensory data of blood pressure, heart beat rate, respiratory rate,
temperature, and blood glucose level.

5.10 Open Issues of WBAN

This section discusses open research issues of WBAN which comprise of routing
protocols and MAC protocols.

5.10.1 Resource-Constraint Architecture of BMS

The sensor nodes have limited computational processing power, limited storage, and
limited battery backup. These are challenging problems in WBAN and WSN. It has
been noticed that the manufactures should need to improve the design of BMSs
and include new features like harvesting for energy consumption in replacement of
existing architecture.

5.10.2 Hotspot Paths

Duringmonitoring of vital signs and data dissemination activities sometimes heat-up
BMSs due to radio frequency, radiation of BMSs and circuitry design of BMSs.With
this heat-up, the deployed BMSs burn skins and tissues of patient.
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5.10.3 QoS in WBAN

The sensory data of patient’s body is divided into critical, delay-sensitive, reliability-
sensitive, and ordinary data. This data does not accept delay in transmission toward
the coordinator and must allocate guaranteed QoS.

5.10.4 Path Loss in WBAN

DeployedBMSs are directly (line-of-sight) connectedwith coordinator for data trans-
mission. Due to postural movement, the topology structure changes frequently and
BMSs loss paths for data transmission.

5.10.5 Data Protection in WBAN

The sensory data of patient’s body is important to secure in transmission from eaves-
droppers in the resource-constraint environment of BMS.

5.10.6 Step-Down in Energy Consumption

Due to periodically monitoring of vital signs and transmission of results consume
maximum energy of BMSs. However, the research community needs to design
harvesting-based energy-efficient architecture of BMSs.

5.10.7 Channel Access Allocation and Its Complexity

The existing techniques for channel allocation are contention and predefined. How-
ever, this is expensive practices and the delay-sensitive data of the patient’s body
does not accept delay in allocation of channels and transmission.

5.10.8 Permission- and Preemption-Based Channel
Assignment

The protocols should be efficiently designed and developed to allocate channels
based on permission and preemption according to the sensitivity of patient’s data.
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5.11 Open Issues of Big Data

This section discusses the vital research issues of big data, which are data manage-
ment which is elaborated in the following.

5.11.1 Varieties of Data

On daily basis, every IoT-enabled device generates millions of data. Now, how to
extract the important and the most relevant information from unstructured of off-line
and streaming data quickly?

5.11.2 Increased Amount of Data Storage

How to design and develop efficient methods to recognize the important and relevant
data from large amount of unstructured data?

5.11.3 Integration of Data from Different Sources

The research community needs to design new protocols to combine relevant data
from same objects and integrate them for further use.

5.11.4 Allocation of Channel, Processing, and Management
of Data

Need to improve the design of the existing communication models for off-line and
online streaming of data for efficient allocation of resources, process, and manage
them for accurate retrieval of information on time.

5.11.5 Cost-Effective Business Model

The future models for businesses should be user-friendly for available resources with
minimum cost.
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5.11.6 Delay-Aware Models for Quick Solutions

The research community should design efficient delay-aware models in terms of
quick responses to customers on time.

5.11.7 Automation in Allocation of Services

The new business models should replace services provided by human with machine
learning and big data analysts.
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