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welcome

Thank you for purchasing the MEAP for Grokking Deep Learning for Computer Vision. I'm very
excited that you are here! You are making a great decision to learn deep learning and
computer vision. The timing couldn’t be more perfect. Computer vision is one of the areas
that’'s been advancing rapidly thanks to the huge Al and deep learning advances that took
place in the past few years. For example, neural networks are now allowing self-driving cars to
navigate around other cars, pedestrians, and other obstacles. It is also greatly improving face
recognition technologies, enabling smartphones to recognize faces to unlock a phone or
smarlocks to unlock doors. Computer vision applications like these and others have become a
staple in our daily lives. | wouldn’t be surprised if some time in the near future your couch or
television is able to recognize people in your house and react according to their personal
preferences. By more than just recognizing objects, deep learning has given computers the
power to imagine and create new things like art that wasn’t there before, or create new faces
of real human beings (or other objects).

The main reason I'm personally excited about deep learning for computer vision and what
drew me to this field in the first place is the way rapid advances in Al research are enabling
new applications to be built every day and across different industries that were not possible
just a few years ago. The unlimited possibilities of computer vision research is what got me
excited to write this book. By learning these tools, you will be empowered to invent some of
these new products and applications yourself. Even if you end up not working on computer
vision per se, you will find many concepts of this book are useful for your deep learning
algorithms and architectures. While our main focus is computer vision applications, we cover
the most important deep learning architectures like artificial neural networks (ANNS),
convolutional networks (CNNs), recurrent networks (RNNs), and many more that are
transferable to other domains like natural language processing (NLP) and voice user interface
(Vul).

Finally, as this is the MEAP, if there is anything in these first few chapters that you feel
does not make sense, please tweet your comments or questions to me @moelgendi. | would
be happy to help -- and more importantly, | want to know if any section of the book is not
fulfilling my personal commitment to write the most comprehensive computer vision book with
the lowest barriers to entry possible, so that | can adjust it for the final published work.

It is an honor to have your time and attention, and please don't hesitate to reach out.

— Mohamed Elgendy
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