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Introduction

Congratulations on your decision to explore deep learning and the exciting world of
anomaly detection using deep learning.

Anomaly detection is finding patterns that do not adhere to what is considered as
normal or expected behavior. Businesses could lose millions of dollars due to abnormal
events. Consumers could also lose millions of dollars. In fact, there are many situations
every day where people’s lives are at risk and where their property is at risk. If your bank
account gets cleaned out, that is a problem. If your water line breaks, flooding your
basement, that’s a problem. If all flights get delayed in the airport, causing long delays,
that’s a problem. You might have been misdiagnosed or not diagnosed at all with a
health issue, which is a very big problem directly impacting your well-being.

In this book, you will learn how anomaly detection can be used to solve business
problems. You will explore how anomaly detection techniques can be used to address
practical use cases and address real-life problems in the business landscape. Every
business and use case is different, so while we cannot copy-paste code and build a
successful model to detect anomalies in any dataset, this book will cover many use cases
with hands-on coding exercises to give an idea of the possibilities and concepts behind
the thought process.

We choose Python because it is truly the best language for data science with a
plethora of packages and integrations with scikit-learn, deep learning libraries, etc.

We will start by introducing anomaly detection and then we will look at legacy
methods of detecting anomalies used for decades. Then we will look at deep learning to
get a taste of it.

Then we will explore autoencoders and variational autoencoders, which are paving
the way for the next generation of generative models.

We will explore RBM (Boltzmann machines) as way to detect anomalies. Then we'll
look at LSTMs (long short-term memory) models to see how temporal data can be
processed.

We will cover TCN (Temporal Convolutional Networks), which are the best in
class for temporal data anomaly detection. Finally, we will look at several examples of
anomaly detection in various business use cases.
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In addition, we will also cover Keras and PyTorch, the two most popular deep
learning frameworks in detail in the Appendix chapters.

You will combine all this extensive knowledge with hands-on coding using Jupyter
notebook-based exercises to experience the knowledge first hand and see where you can
use these algorithms and frameworks.

Best of luck and welcome to the world of deep learning!



CHAPTER 1

What Is Anomaly
Detection?

In this chapter, you will learn about anomalies in general, the categories of anomalies,
and anomaly detection. You will also learn why anomaly detection is important and how
anomalies can be detected and the use case for such a mechanism.

In a nutshell, the following topics will be covered throughout this chapter:

e Whatis an anomaly?
o Categories of different anomalies
e Whatis anomaly detection?

e Where is anomaly detection used?

What Is an Anomaly?

Before you get started with learning about anomaly detection, you must first understand
exactly what you are targeting. Generally, an anomaly is an outcome or value that
deviates from what is expected, but the exact criteria for what determines an anomaly
can vary from situation to situation.

Anomalous Swans

To get a better understanding of what an anomaly is, let’s take a look at some swans
sitting by a lake (Figure 1-1).

© Sridhar Alla, Suman Kalyan Adari 2019
S. Alla and S. K. Adari, Beginning Anomaly Detection Using Python-Based Deep Learning,
https://doi.org/10.1007/978-1-4842-5177-5_1
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Figure 1-1. A couple of swans by a lake

Say you want to observe these swans and make assumptions about the color of the
swans. Your goal is to determine the normal color of swans and to see if there are any
swans that are of a different color than this (Figure 1-2).
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Figure 1-2. More swans show up, and they're all white swans

More swans show up, and given that you haven’t seen any swans that aren’t white,
it seems reasonable to assume that all swans at this lake are white. Let’s just keep
observing these swans, shall we?
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Figure 1-3. A black swan appears

What'’s this? Now you see a black swan show up (Figure 1-3), but how can this be?
Considering all of your previous observations, you've seen enough of the swans to
assume that the next swan would also be white. However, the black swan you see defies
that entirely, making it an anomaly. It’s not really an outlier where you could have a
really big white swan or really small white swan, but it’s a swan that’s entirely a different
color, making it the anomaly. In this scenario, the overwhelming majority of swans are
white, making the black swan extremely rare.

In other words, given a swan by the lake, the probability of it being black is very
small. You can explain your reasoning for labeling the black swan as an anomaly with
one of two approaches, though you aren’t just limited to these two approaches.

First, given that a vast majority of swans observed at this particular lake are white,
you can assume that, through a process similar to inductive reasoning, the normal color
for a swan here is white. Naturally, you would label the black swan as an anomaly purely
based on your prior assumption that all swans are white, considering that you've only
seen white swans thus far.

Another way to look at why the black swan is an anomaly is through probability.
Assuming that there is a total of 1000 swans at this giant lake with only two black swans,

4
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the probability of a swan being black is 2/1000, or 0.002. Depending on the probability
threshold, meaning the lowest probability for an outcome or event that will be accepted
as normal, the black swan could be labeled as anomalous or normal. In your case, you
will consider it an anomaly because of its extreme rarity at this lake.

Anomalies as Data Points

Let’s extend this same concept to a real-world application. In the following example,
you will take a look a factory that produces screws and attempt to determine what an
anomaly could be in this context. The factory produces massive batches of screws all
at once, and samples from each batch are tested to ensure that a certain level of quality
is maintained. For each sample, assume that the density and tensile strength (how
resistant the screw is to breaking under stress) is measured.

Figure 1-4 is an example graph of various sample batches with the dotted lines
representing the range of densities and tensile strengths allowed.
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Figure 1-4. Density and tensile strength in sample batches of screws
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The intersections of the dotted lines create several different regions containing data
points. Of interest is the bounding box (solid lines) created from the intersection of both
dotted lines since it contains the data points for samples deemed acceptable (Figure 1-5).
Any data point outside of that specific box will be considered anomalous.
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Figure 1-5. Data points are identified as good or anomaly based on their
location

Now that you know what points are and aren’t acceptable, let’s pick out a sample
from a new batch of screws and check its data to see where it falls on the graph
(Figure 1-6).
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Figure 1-6. A new data point representing the new sample screw is generated,
with the data falling within the bounding box

The data for this sample screw falls within the acceptable range. That means that this
batch of screws is good to use since its density and tensile strength are appropriate for
use by the consumer. Now let’s look at a sample from the next batch of screws and check
its data (Figure 1-7).
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Figure 1-7. A new data point is generated for another sample, but it falls outside
the bounding box

The data falls far outside the acceptable range. For its density, the screw has abysmal
tensile strength and is unfit for use. Since it has been flagged as an anomaly, the factory
can investigate the reasons for why this batch of screws turned out to be brittle. For a
factory of considerable size, it is important to hold a high standard of quality as well
as maintain a high volume of steady output to keep up with consumer demand. For a
monumental task like that, automation to detect any anomalies to avoid sending out
faulty screws is essential and has the benefit of being extremely scalable.

So far, you have explored anomalies as data points that are either out of place, in the
case of the black swan, or unwanted, in the case of faulty screws. So what happens when
you introduce time as a new variable?
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Anomalies in a Time Series

With the introduction of time as a variable, you are now dealing with a notion of
temporality associated with the data sets. What this means is that certain patterns
can emerge based on the time stamp, so you can see monthly occurrences of some
phenomenon.

To better understand time-series based anomalies, let’s take a random person and
look into his/her spending habits over some arbitrary month (Figure 1-8).

Money Spent

000
000
00
ocoo ©O
o

| T =
Week 1 Week 2 Week 3 Week 4

Figure 1-8. Spending habits of a person over the course of a month

Assume the initial spike in expenditures at the start of the month is due to the
payment of bills like rent and insurance. During the weekdays, our person occasionally
eats out, and on the weekends goes shopping for groceries, clothes, or just various items.

These expenditures can vary from month to month from the influence of various
holidays. Let’s take a look at November, when you can expect a massive spike in
purchases on Black Friday (Figure 1-9).
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Figure 1-9. Spending habits for the same person during the month of November

As expected, there are a lot of purchases made on Black Friday, some of them quite
expensive. However, this spike is expected since it is a common trend for many people.
Now assume that unfortunately, your person had his/her credit card information stolen,
and the criminals responsible for it have decided to purchase various items of interest to
them. Using the same month as in the first example (Figure 1-8), Figure 1-10 is a possible
graph showcasing what could happen.
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Figure 1-10. Graph of purchases for the person during the same month as in
Figure 1-8

Because of the record of purchases for the user from a previous year, the sudden
influx in purchases would be flagged as anomalies given the context. Such a cluster of
purchases might be normal for Black Friday or before Christmas, but in any other month
without a major holiday it might look out of place. In this case, your person might be
contacted by the corresponding officials to confirm if they made the purchase or not.

Some companies might even flag purchases that follow normal societal trends. What
if that TV wasn’t really bought by your person on Black Friday? In that case, company
software can ask the client directly through a phone app, for example, whether or not
he/she actually bought the item in question, allowing for some additional protection
against fraudulent purchases.

Taxi Cabs

Similarly, you can look at the data for taxi cab pickups and drop-offs over time for a
random city and see if you can detect any anomalies. On an average day, the total
number of pickups can look somewhat like Figure 1-11.
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Figure 1-11. Graph of the number of pickups for a taxi company throughout
the day

From the graph, you see that there’s a bit of post-midnight activity that drops off to
near nothing during the late-night hours. However, it picks up suddenly around morning
rush hour and remains high until the evening, when it peaks during evening rush hour.
This is essentially what an average day looks like.

Let’s expand the scope out a bit more to gain some perspective of passenger traffic
throughout the week; see Figure 1-12.
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Figure 1-12. Graph of the number of pickups for a taxi company throughout
the week

As expected, most of the pickups occur during the weekday when commuters
must get to and from work. On the weekends, a fair amount of people still go out to get
groceries or just go out somewhere for the weekend.

On a small scale like this, causes for anomalies are anything that prevents taxis from
operating or incentivizes customers not to use a taxi. For example, say that a terrible

thunderstorm hits on Friday. Figure 1-13 shows that graph.

13



CHAPTER 1 WHAT IS ANOMALY DETECTION?

Mumber of Pickups

L : | T I T T I
Monday Tuesday Wednesday Thursday Friday Saturday Sunday

v

Figure 1-13. Graph of the number of pickups for a taxi company throughout the
week, with a heavy thunderstorm on Friday

The presence of the thunderstorm could have influenced some people to stay
indoors, resulting in a lower number of pickups than usual for a weekday. However,
these sorts of anomalies are usually too small scale and to have any noticeable effect on
the overall pattern.

Let’s take a look at the data over the entire year; see Figure 1-14.

A
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Figure 1-14. Number of pickups for a taxi company throughout the year
14
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The dips occur around the winter months when snowstorms are expected. Sure
enough, these are regular patterns that can be observed at similar times every year,
so they are not an anomaly. But what happens when a polar vortex descends sometime
in April?

Number of Pickups

January February March  April May June luly August September October November December

Figure 1-15. Number of pickups for a taxi company throughout the year, with a
polar vortex hitting the city in April

As you can see in Figure 1-15, the vortex unleashes several intense blizzards on the
imaginary city, severely slowing down all traffic in the first week and burdening the city
in the following two weeks. Comparing this graph from the one above, there’s a clearly
defined anomaly in the graph caused by the polar vortex for the month of April. Since
this pattern is extremely rare for the month of April, it would be flagged as an anomaly.

Categories of Anomalies

Now that you have some perspective of what anomalies can be in various situations, you
can see that they generally fall into these broad categories:

e Data point-based anomalies
o Context-based anomalies
o Pattern-based anomalies
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Data Point-Based Anomalies

Data point-based anomalies can seem comparable to outliers in a set of data points.
However, anomalies and outliers are not the same thing. Outliers are data points that are
expected to be present in the data set and can be caused by unavoidable random errors
or from systematic errors relating to how the data was sampled. Anomalies are outliers
or other values that one doesn’t expect to exist. These types of anomalies can be found
wherever a data set of values exists.

An example of this is a data set of thyroid diagnostic values, where the majority of
the data points are indicative of normal thyroid functionality. In this case, anomalous
values represent sick thyroids. While they are not necessarily outliers, they have a low
probability of existing when taking into account all the normal data.

You can also detect individual purchases totaling to excessive amounts and label
them as anomalies since, by definition, they are not expected to occur or have a very low
probability of occurrence. In this case, they are labeled as fraud transactions, and the
card holder is contacted to ensure the validity of the purchase.

Basically, you can say this about the difference between anomalies and outliers: you
should expect there to be outliers in a set of data, but not anomalies.

Context-Based Anomalies

Context-based anomalies consist of data points that might seem normal at first, but
are considered anomalies in their respective contexts. For example, you might expect
a sudden surge in purchases near certain holidays, but these purchases could seem
out of place in the middle of August. As you saw in the example earlier, the person who
made a high volume of purchases towards Black Friday was not flagged because it is
typical for people to do so around that time. However, if the purchases were made in a
month where it is out of place given previous purchase history, it would be flagged as
an anomaly. This might seem similar to the example brought up for data point-based
anomalies; the distinction here is that the individual purchase does not have to be
expensive. If your person never buys gasoline because he/she owns an electric car,
sudden purchases of gasoline would be out of place given the context. Buying gasoline is
quite a normal thing to do for everyone, but in this context, it is an anomaly.
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Pattern-Based Anomalies

Pattern-based anomalies are patterns and trends that deviate from their historical
counterparts. In the taxi cab example, the pickup counts for the month of April were
pretty consistent with the rest of the year. However, once the polar vortex hit, the numbers
tanked visibly, defining a huge drop in the graph that was labeled as an anomaly.

Similarly, when monitoring network traffic in the workplace, there are expected
patterns of network traffic that are formed from constant monitoring of data over several
months or even years for some companies. When an employee attempts to download
or upload large volumes of data, it will generate a certain pattern in the overall network
traffic flow that could be considered anomalous if it deviates from the employee’s usual
behavior.

If an external hacker decided to DDOS the company’s website (DDOS, or a
distributed denial-of-service attack, is an attempt to overwhelm the server that handles
network flow to a certain website in an attempt to bring the entire website down or
stop its functionality), every single attempt would register as an unusual spike in
network traffic. All of these spikes are clearly deviants from normal traffic and would be
considered anomalous.

Anomaly Detection

With a better understanding of the different types of anomalies you can encounter, you
can now proceed to start creating models to detect them. Before you do that, there are a
couple approaches you can take, although you are not limited to just these methods.

Recall the reasoning for labeling the swan as an anomaly. One of the reasons was
that since all the swans you saw thus far were white, the black swan was the anomaly.
Another reason was that since the probability of a swan being black was very low, it was
an anomaly since you didn’t expect that outcome.

The anomaly detection models you will explore in this book will follow these
approaches by either training on normal data to classify anomalies, or classifying
anomalies by their probabilities if they are below a certain threshold. However, in one
of the classes of models that you choose, the anomalies and normal data points will
both labeled as such, so you will basically be told what swans are normal and what

swans are anomalies.
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Finally, let’s explore anomaly detection. Anomaly detection is the process in
which an advanced algorithm identifies certain data or data patterns to be anomalous.
Heavily related to anomaly detection are the tasks of outlier detection, noise removal,
and novelty detection. In this book, you will explore all of these options as they are all
basically anomaly detection methods.

Outlier Detection

Outlier detection is a technique that aims to detect anomalous outliers within a given
data set. As discussed, three methods that can be applied to this situation are to train
only on normal data to identify anomalies by a high reconstruction error, to model a
probability distribution in which anomalies are labeled based on their association with
really low probabilities, or to train a model to recognize anomalies by teaching it what an
anomaly looks like and what a normal point looks like.

Regarding the high reconstruction error, think of the model as having trouble
labeling an anomaly because it is odd compared to all the normal data points that it has
seen. Just like how the black swan is really different based on your initial assumption that
all swans are white, the model perceives this anomalous data point as “different” and has
a harder time interpreting it.

Noise Removal

In noise removal, there is constant background noise in the data set that must be filtered
out. Imagine that you are at a party and you are talking to your friend. There is a lot of
background noise, but your brain focuses on your friend’s voice and isolates it because
that’s what you want to hear. Similarly, the model learns an efficient way to represent the
original data so that it can reconstruct it without the anomalous interference noise.

This can also be a case where an image has been altered in some form, such as by
having perturbations, loss of detail, fog, etc. The model learns an accurate representation
of the original image and outputs a reconstruction without any of the anomalous
elements in the image.

Novelty Detection

Novelty detection is very similar to outlier detection. In this case, a novelty is a data
point outside of the training set, the data set the model was exposed to, that was shown
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to the model to determine if it is an anomaly or not. The key difference between novelty
detection and outlier detection is that in outlier detection, the job of the model is to
determine what is an anomaly within the training data set. In novelty detection, the
model learns what is a normal data point and what isn’t, and tries to classify anomalies
in a new data set that it has never seen before.

The Three Styles of Anomaly Detection

It is important to note that there are three overarching “styles” of anomaly detection.
They are

e Supervised anomaly detection
e Semi-supervised anomaly detection
¢ Unsupervised anomaly detection

Supervised anomaly detection is a technique in which the training data has labels
for both anomalies and for normal data points. Basically, you tell the model during the
training process if a data point is an anomaly or not. Unfortunately, this isn’t the most
practical method of training, especially because the entire data set needs to be processed
and each data point needs to be labeled. Since supervised anomaly detection is basically
a type of binary classification task, meaning the job of the model is to categorize data
under one of two labels, any classification model can be used for the task, though not
every model can attain a high level of performance. An example of this can be seen in
Chapter 7 with the temporal convolutional network.

Semi-supervised anomaly detection involves partially labeling the training data
set. In the context of anomaly detection, this can be a case where only the normal data
is labeled. Ideally, the model will learn what normal data points look like, so that the
model can flag anomalous data points as anomalies since they differ from normal data
points. Examples of models that can use semi-supervised learning for anomaly detection
include autoencoders, which you will learn about in Chapter 4.

Unsupervised anomaly detection, as the name implies, involves training the model
on unlabeled data. After the training process, the model is expected to know what
data points are normal and what points are anomalous within the data set. Isolation
forest, a model you will explore in Chapter 2, is one such model that can be used for
unsupervised anomaly detection.
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Where Is Anomaly Detection Used?

Whether we realize it or not, anomaly detection is being utilized in nearly every facet

of our lives today. Pretty much any task involving data collection of any sort could have
anomaly detection applied to it. Let’s look at some of the most prevalent fields and topics
that anomaly detection can be applied in.

Data Breaches

In today’s age of big data, where huge volumes of information are stored about users

in various companies, information security is vital. Any information breaches must

be reported and flagged immediately, but it is hard to do so manually at such a scale.
Data leaks can range from simple accidents such as losing a USB stick that contains a
company’s sensitive information to employees intentionally sending data to an outside
party to intrusion attacks that attempt to gain access to the database. You must have
heard of some high-profile data leaks, such as the Facebook security breach, the iCloud
data breach, and the Google security breach where millions of passwords were leaked.
All of those companies operate on an international scale, requiring automation to
monitor everything in order to ensure the fastest response time to any breach.

The data breaches might not even need network access. For example, an employee
could email an outside party or another employee with connections to rival companies
about travel plans to meet up and exchange confidential information. Anomaly
detection models can sift through and process employee emails to flag any suspicious
employees. The software can pick up key words and process them to understand the
context and decide whether or not to flag an employee’s email for review.

When employees try to upload data to another connection, the anomaly detection
software can pick up on the unusual flow of data while monitoring network traffic and
flag the employee. An important part of an employee’s regular work day would be to
pull and push to a code repository, so one might expect regular spikes in data transfer in
these cases. However, the software takes into account lots of variables, including who the
sender is, who the recipient is, how the data is being sent (in erratic intervals, all at once,
or spread out over time). In either case, something won’t add up, which the software will
pick up and then it will flag the employee.

The key benefit to using anomaly detection in the workspace is how easy it is to scale
up. These models can be used for small companies as well as large-scale international
companies.
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Identity Theft

Identity theft is another common problem in today’s society. Thanks to the development
of online services allowing for ease of access when purchasing items, the volume of
credit card transactions that take place every day has grown immensely. However,

this development also makes it easier to steal credit card information or bank account
information, allowing the criminals to purchase anything they want if the card isn’t
deactivated or if the account isn’t secured again. Because of the huge volume of
transactions, it can get hard to monitor everything. However, this is where anomaly
detection can step in and help, since it is highly scalable and can help detect fraud
transactions the moment the request is sent.

As you saw earlier, context matters. If a transaction is made, the software will take
into account the card holder’s previous history to determine if it should be flagged or not.
Obviously, a high value purchase made suddenly would raise alarms immediately, but
what if the criminals were smart enough to realize that and just make a series of purchases
over time that won’t put a noticeable hole in the card holder’s account? Again, depending
on the context, the software would pick up on these transactions and flag them again.

For example, let’s say that someone’s grandmother was recently introduced to
Amazon and to the concept of buying things online. One day, unfortunately, she
stumbles upon an Amazon lookalike and enters her credit card information. On the
other side, some criminal takes it and starts buying random things, but not all at once
so as not to raise suspicion-or so he thought. The identify theft insurance company
starts noticing some recent purchases of batteries, hard drives, flash drives, and other
electronic items. While these purchases might not be that expensive, they certainly
stand out when all the purchases made by the grandmother up until now consisted
of groceries, pet food, and various decoration items. Based on this previous history,
the detection software would flag the new purchases and the grandmother would be
contacted to verify these purchases. These transactions can even be flagged as soon
as an attempt to purchase is made. In this case, either the location or the transactions
themselves would raise alarms and stop the transaction from being successful.

Manufacturing

You explored a use case of anomaly detection in manufacturing. Manufacturing plants
usually have a certain level of quality that they must ensure that their products meet
before shipping them out. When factories are configured to produce massive quantities
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of output at a near constant rate, it becomes necessary to automate the process of
checking the quality of various samples. Similar to the screw example, manufacturing
plants in real life might test to uphold the quality of various metal parts, tools, engines,
food, clothes, etc.

Networking

Perhaps one of the most important use cases that anomaly detection has is in
networking. The internet is host to a vast array of various websites that are located

all around the world. Unfortunately, due to the ease of access to the Internet, various
individuals can access the Internet with nefarious purposes. Similar to the data leaks that
were discussed earlier in the context of protecting company data, hackers can launch
attacks on other websites as well to leak their information.

One such example is hackers attempting to leak government secrets through a
network attack. With such sensitive information as well as the high volumes of expected
attacks every day, automation is a necessary tool to help cybersecurity professionals deal
with the attacks and preserve state secrets. On a smaller scale, hackers might attempt to
breach individual cloud networks or a local area network and try to leak data. Even in
smaller cases like this, anomaly detection can help detect network intrusion attacks as
they happen and notify the proper officials. An example data set for network intrusion
anomaly detection is the KDD Cup 1999 data set. This data set contains a large amount
of entries that detail various types of network intrusion attacks as well as a detailed list of
variables for each attack that can help a model identify each type of attack.

Medicine

Moving on from networking, anomaly detection has a massive role to play in the field of
medicine. For example, models can detect subtle irregularities in a patient’s heartbeat
in order to classify diseases, or they can measure brainwave activity to help doctors
diagnose certain conditions. Beyond that, they can help analyze raw diagnostic data for a
patient’s organ and process it in order to quickly diagnose any possible problems within
the patient, similarly to the thyroid example discussed earlier.

Anomaly detection can even be used in medical imagery to determine if a given
image contains anomalous objects or not. For example, if a model was only exposed to
MRI imagery of normal bones and was shown an image of a broken bone, it would flag
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the new image as an anomaly. Similarly, anomaly detection can even be extended to
tumor detection, allowing for the model to analyze every image in a full body MRI scan
and look for the presence of abnormal growth or patterns.

Video Surveillance

Anomaly detection also has uses in video surveillance, where anomaly detection
software can monitor video feeds and help flag any videos that capture anomalous
action. While this might seem dystopian, it can certainly help catch criminals or
maintain public safety on busy streets or in cities. For example, this software could
identify a mugging in a street at night as an anomalous event and alert authorities who
can call in police officers. Additionally, it can detect unusual events at crossroads such as
an accident or some unusual obstruction and immediately call attention to the footage.

Summary

Generally, anomaly detection is utilized heavily in medicine, finance, cybersecurity,
banking, networking, transportation, and manufacturing, but it is not just limited
to those fields. For nearly every case imaginable involving data collection, anomaly
detection can be put to use to help users automate the process of detecting anomalies
and possibly removing them. Many fields in science can utilize anomaly detection
because of the large volume of raw data collection that goes on. Anomalies that would
interfere with the interpretation of results or otherwise introduce some sort of bias into
the data could be detected and removed, provided that the anomalies are caused by
systematic or random errors.

In this chapter, we discussed what anomalies are and why detecting anomalies can
be very important to the data processing we have at our organizations.

In the next chapter, we will look at traditional statistical and machine learning
algorithms for anomaly detection.

23



CHAPTER 2

Traditional Methods
of Anomaly Detection

In this chapter, you will learn about traditional methods of anomaly detection. You
will also learn how various statistical methods and machine learning algorithms work
and how they can be used to detect anomalies and how you can implement anomaly
detection using several algorithms.

In a nutshell, the following topics will be covered throughout this chapter:

e A data science review
o The three styles of anomaly detection
¢ Theisolation forest

e One-class support vector machine (OC-SVM)

Data Science Review

It is important to understand some basic data science concepts in order for you to
evaluate how well your model performs and to compare its performance with other
models.

First of all, the goal in anomaly detection is to determine whether or not a given
point is an anomaly or not. Essentially, you are labeling a data point x with a classy.
Assume that in some context, you are trying to classify whether or not an animal tests
positive (meaning yes) for some disease. If the animal is diseased and it tests positive,
this case is a true positive. If the animal is healthy and the test shows negative (meaning
it doesn’t have the disease), then it’s called a true negative. However, there are cases
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where the test can fail. If the animal is healthy but the test says positive, this case is a
false positive. If the animal is diseased but the test shows negative, this case is a false
negative.

In statistics, there are similar terms to false positive and false negative: type I
error and type Il error. These errors are used in hypothesis testing where you have
a null hypothesis (which usually says that there is no relation between two observed
phenomena), and an alternate hypothesis (which aims to disprove the null hypothesis,
meaning there is a statistically significant relation between the two observations).

A type I error is when the null hypothesis turns out to be true, but you reject it
anyways in favor of the alternate hypothesis. In other words, a false positive, since you
reject what turns out to be true to accept something that is false. A type II error is when
the null hypothesis is accepted to be true (meaning you don’t reject the null hypothesis),
but it turns out the null hypothesis is false, and that the alternate hypothesis is true. This
is a false negative, since you accept what is false, but reject what is true.

For the context of the following definitions, assume that the condition is what you're
trying to prove. It could be something as simple as “this is animal sick.” The condition
of the animal is either sick or healthy, and you're trying to predict if it is sick or healthy.
Here are some definitions:

e True positive: When the condition is true, and the prediction is
also true

o True negative: When the condition is false, and the prediction is
also false

o False positive: When the condition is false, but the prediction is true
o False negative: When the condition is true, but the prediction is false

Putting them together, you can form what is called a confusion matrix (Figure 2-1).
One thing to note is that in the case of anomaly detection, you only need a 2x2 confusion
matrix since data points are either anomalies or they are normal data.
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Figure 2-1. Confusion matrix

From the values in each of the four squares, you can derive values for accuracy,

precision, and recall to gain a better understanding of how your model performs.
Here's the confusion matrix with all the formulas (Figure 2-2):
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Figure 2-2. Precision, Accuracy and Recall

o Precision is a measurement that describes how many of your true
predictions actually turned out to be true. In other words, for all of
your true predictions, how many did the model get right?

e Accuracy is a measurement that describes how many predictions
you got right over the entire data set. In other words, for the entire
data set, how many did the model correctly predict were positive

and negative?

e Recall is a measurement that describes how many you predicted true
for all data points that were actually true. In other words, for all of
the true data points in the data set, how many of them did the model

predict correctly?
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From here, you can derive more values.

F1 Score is the harmonic mean of precision and recall. It’s a metric that can tell us
how accurate the model is, since it takes into account both how well the model makes
true predictions that are actually true, and how many of the total true predictions that
the model correctly predicted.

2 * Precision * Recall

F1Score = —
Precision + Recall

The true positive rate (TPR) = recall = sensitivity. The same as recall, the TPR
tells us how many of the data points that are actually true were predicted as true by
the model.

Fp
The false positive rate (FPR ) =( 1-specificity ) = ————
P (FPR)=(1-sp ) FP+TN
The FPR tells us how many of the data points that are actually false were predicted to
be positive by the model. The formula is similar to recall, but instead of the proportion
of true positives to all of the true data points, it’s the proportion of false positives to all of
the false data points.

P N

Specificity =1-FPR = TN EP

Specificity is very similar to recall in that it tells us how many of the data points that
are actually false were predicted as false by the model.

We can use the TPR and the FPR to form a graph known as a receiver operating
characteristic curve, or ROC curve. From the area under the curve, or AUC (you
may see this called area under the curve of the receiver operating characteristic, or
AUROQC), a data point, meaning the probability of the model to have a true positive or
true negative case. This curve can also be called an AUCROC curve.

ROC curve with AUC = 1.0 (Figure 2-3).
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AUC=1.0

True Positive Rate

False Positive Rate
Figure 2-3. ROC curve with AUC= 1.0

This is the most ideal AUC curve. However, it is nearly impossible to attain, so a goal
of AUC > 0.95 is most desirable. The closer we can get the model to attaining a value of
1.0 for the AUC, the more the probability of the model to predict a true positive or true
negative case. The AUC value in the graph above indicates that this probability is 1.0,
meaning it predicts it correctly 100% of the time. However, an extremely high AUC value
of say 0.99999 could indicate that the model is overfitting, meaning it’s getting really
good at predicting labels for this particular data set. You will explore this concept a bit
further in the context of support vector machines, but you want to avoid overfitting as
much as possible so that the model can perform well even when introduced to new data
that includes unexpected variations.

It is important to mention that although the AUC can be 0.99, for example, it is not
guaranteed that the model will continue to perform at that high of a level outside of
the training data set (the data used to train the model so that it can learn to classify
anomalies and normal data). This is because in the real world, there is the factor of
unpredictability that even has humans confused at times. The world would be a simpler
place if data is black and white, so to speak, but more often than not, there is a huge
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gray area (are we sure that point is X and not Y? Is this really an anomaly or just a really
weird case of a normal point?). For deep learning models, it is important that they keep
achieving high AUC scores when exposed to new data that includes plenty of variation.
Basically, it’s a reasonable assumption to expect a slight drop in performance when
exposing your model to new data outside of your training set.

The goal with training models is to avoid overfitting and to keep the AUC as high as
possible. If the AUC turns out to be 0.99999 even after being exposed to an extremely
large sample of new data that includes a lot of variety, that means the model is basically
about as ideal of a model we can get and has far surpassed human performance, which
is impossible for the time being.

ROC curve with AUC = 0.75 (Figure 2-4)

AUC=0.75

True Positive Rate

False Positive Rate
Figure 2-4. ROC curve with AUC=0.75
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The value for the AUC indicates that the model correctly predicts labels for data points
only 75% of the time. It’s not bad, but it’s not good, so there’s clearly room to improve.
ROC curve with AUC = 0.5 (Figure 2-5)

AUC =0.5

True Positive Rate

False Positive Rate
Figure 2-5. ROC curve with AUC = 0.5

The value for the AUC indicates that the model only has a 50% chance, or a
probability of 0.5, to predict the correct label. This is about the worst AUC value
you can get, since it means the model cannot distinguish between the positive and
negative classes.

ROC curve with AUC = 0.25 (Figure 2-6)
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AUC =0.25

True Positive Rate

False Positive Rate
Figure 2-6. ROC curve with AUC = 0.25

In this case, the model only has a probability of 0.25 to predict the right label, but this
just means that it has a 0.75 probability of predicting the incorrect label. In the case that
the AUC is 0, this means that the model is perfect at predicting the wrong label, meaning
the labels are switched. If the AUC is < 0.5, this means the model gets better at predicting
incorrectly as the AUC approaches 0.0. It’s the perfectly opposite case of when the AUC is
> 0.5, where the model gets better at predicting correctly as the AUC approaches 1.0.

In any case, you want the AUC to be > 0.5, and at least greater than 0.9 and ideally
greater than 0.95.

33



CHAPTER 2  TRADITIONAL METHODS OF ANOMALY DETECTION

Isolation Forest

An isolation forest is a collection of individual tree structures that recursively partition

the data set. In each iteration of the process, a random feature is selected, and the data

is split based on a randomly chosen value between the minimum and maximum of

the chosen feature. This is repeated until the entire data set is partitioned to form an

individual tree in the forest. Anomalies generally form much shorter paths from the

root than normal data points since they are much more easily isolated. You can find the

anomaly score by using a function of the data point involving the average path length.
Applying an isolation forest to an unlabeled data set in order to catch anomalies is an

example of unsupervised anomaly detection.

Mutant Fish

To better understand what an isolation forest does, let’s look at an imaginary scenario.
At a particularly large lake, an irresponsible fish breeder has released a mutant species
of fish that looks eerily similar to the native species, but are on average bigger than the
native species. Additionally, the proportion of the length of its tail fin to the length of its
body is larger than the native species. All in all, there are three features you can use to
distinguish the invasive, mutant species from the native species.

Here’s a visual example detailing the differences of an average specimen of both
species. You can see the native species in Figure 2-7.

Figure 2-7. This is an example of the native species at this lake
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You can see the invasive species in Figure 2-8.

Figure 2-8. This is an example of the new, mutant species that has been released
into the lake

The invasive species is larger, has a bigger circumference, and has a longer tailfin
on average (compare Figure 2-7 to Figure 2-8). However, the problem is that while the
average specimen of each species has some noticeable distinctions between them, there
is plenty of overlap between the two species where some of the native species grow large,
some of the mutant species are just smaller, both have varying tail fin sizes, etc. so the
differences might not always be as clear-cut.

To find out the extent of this infiltration, a large group of fishermen have been
assembled and presented with the task of identifying the species of each fish in a catch
of 1,000 fish. In this case, assume that each fisherman will randomly profile each fish to
determine whether it is a member of the native species or not.

Now onto the evaluations. Each fisherman first picks a random feature to judge
the samples on: the length of the fish, the circumference of the fish, or the proportion
of its tail fin to its overall length. Then, the fisherman picks a random value between
the known minimum and maximum values of the corresponding measurement for the
native species and splits all the fish accordingly (all fish with the relevant measurement
equal to or bigger than the picked value go right, and everything else goes left, for
example). The fisherman repeats the entire process over and over again until every
single fish has been partitioned and a “tree” of fish has been created.
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In this case, each individual fisherman represents a tree in the isolation forest, and
the resulting trees of the entire group of fishermen represent an isolation forest. Now,
given a random fish in the entire catch, you can get an anomaly score to see how many
of the fisherman found that this fish is anomalous. Based on the threshold you pick for
the anomaly score, you can label certain fish as the invasive species and the others as the
native species.

However, the problem is that this is not a perfect system; there will be some invasive
fish that pass off as native fish, and some native fish that pass off as invasive species.
These cases represent false positives and false negatives.

Anomaly Detection with Isolation Forest

Now that you understand more about how an isolation forest works, you can move on to
applying it to a data set. Before you start, it is important to note that an isolation forest
performs well on high-dimensional data. For the invasive fish example, you had three
features to work with: fish length, circumference, and proportion of tail fin length to
overall length. In this next example, you will have 42 features per data entry.

You will use the KDDCUP 1999 data set, which contains an extensive amount of
data representing a wide variety of intrusion attacks. In particular, you will focus on all
data entries that involve an HTTP attack. The data set can be found athttp://kdd.ics.
uci.edu/databases/kddcup99/kddcup99.html. After opening the link, you should see
something like Figure 2-9.
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KDD Cup 1999 Data

Abstract

This s the data set used for The Third International Knowledge Discovery and Data Mining Tools
detector, a predictive model capable of distinguishing between “'bad" connections, called intrusion:

Information files:
e task description. This is the original task decription given to competition participants.
Data files:

e kddcup.names A list of features.

* kddcup.data.gz The full data set (18M; 743M Uncompressed)

e kddcup.data 10 percent.gz A 10% subset. (2.1M; 75M Uncompressed)

® kddcup.newtestdata 10 percent unlabeled.gz (1.4M; 45M Uncompressed)

e kddcup.testdata unlabeled.gz (11.2M; 430M Uncompressed)

¢ kddcup.testdata.unlabeled 10 percent.gz (1.4M:45M Uncompressed)

e corrected.gz Test data with corrected labels.

¢ training attack types A list of intrusion types.

® typo-correction. txt A brief note on a typo in the data set that has been corrected (6/26/07)

The UCI KDD Archive
Information and Computer Science
University of California, Irvine
Irvine, CA 92697-3425

Last modified: October 28, 1999

Figure 2-9. This is what you should see when you open the link

Download the kddcup.data.gz file and extract it.
There shouldn’t be any issues with version mismatch and code functionality, but just
in case, the exact Python 3 packages used in this example are as follows:

¢ numpy 1.15.3

e pandas0.23.4

o scikit-learn 0.19.1
o matplotlib2.2.2

First, import all the necessary modules that your code calls upon (Figure 2-10).
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import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from sklearn.ensemble import IsolationForest

from sklearn.model selection import train test split
from sklearn.preprocessing import LabelEncoder

matplotlib inline

Figure 2-10. Importing numpy, pandas, matplotlib.pyplot, and sklearn modules

The module numpy is a dependency of many of the other modules since it allows
them to perform high levels of computation. Pandas is a module that allows us to
read data files of various formats in order to store them as data frame objects, and it is
a popular framework for data science in general. These data frames hold data entries
in a similar fashion to arrays and can be thought of as a table of values. Matplotlib is
a Python library that allows us to customize and plot data. Finally, scikit-learn is a
package that allows us to apply various machine learning models to data sets as well as
provide tools for data analysis.

%matplotlib inline allows for graphs to be displayed below the cell and to be saved
alongside the notebook.

Next, define the columns and load the data frame (Figure 2-11).
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columns = ["duration", "protocol type", "service", "flag", "src bytes",
"dst_bytes", "land", "wrong fragment", "urgent",

"hot", "num failed logins", "logged in", "num compromised",
"root shell", "su attempted", "num root",

"num file creations", "num shells", "num access files",
"num_ outbound cmds", "is host login",
"is guest login", "count", "srv count", "serror rate",

"srv_serror rate", "rerror rate", "srv rerror rate",

"same srv rate", "diff srv rate", "srv diff host rate",
"dst host count", "dst host srv count",

"dst host same srv rate", "dst host diff srv rate",
"dst host same src port rate", "dst host srv diff host rate",

"dst _host serror rate", "dst host srv_serror rate",
"dst host rerror rate", "dst host srv rerror rate", "label"]

df = pd.read csv("datasets/kdd cup 1999/kddcup.data/kddcup.data.corrected",
sep=",", names=columns, index col=None)

Figure 2-11. You define all of the columns and save the data set as a variable
named df

Each data entry is massive, with 42 columns of data per entry. The exact name
doesn’t matter, but it's important to have “service” and “label” stay the same. The entire
list of columns names is as follows:

e duration

e protocol_type

e service

o flag

e src_bytes
o dst_bytes
e land

e wrong_fragment
e urgent

e hot
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e num_failed_logins

e logged_in

e num_compromised

e root_shell

e su_attempted

e num_root

e num_file_creations

¢ num_shells

¢ num_access_files

¢ num_outbound_cmds
e is_host _login

e is_guest_login

e count

e Srv_count

e serror_rate

e SIV_Serror_rate

e rerror_rate

e SIV_rerror_rate

e same_srv_rate

o diff_srv_rate

o srv_diff_host_rate

e dst_host_count

e dst_host_srv_count

e dst_host_same_srv_rate
e dst_host_diff_srv_rate

e dst_host_same_src_port_rate
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e dst_host_srv_diff_host_rate
e dst_host_serror_rate
e dst_host_srv_serror_rate
e dst_host_rerror_rate
e dst_host_srv_rerror_rate
o label
To get the dimensions of the table, or shape, as it’s referred to in pandas, do
df.shape
or if you're not in Jupyter, do
print(df.shape)

In Jupyter, you should see something like Figure 2-12 after running the code.

In [87]: . df.shape
Out[87]: (4898431, 42)
Figure 2-12. The output is a tuple that describes the dimensions of the data frame
As you can see, this is a massive dataset.

Next, filter out the entire data frame to only include data entries that involve an
HTTP attack, and drop the service column (Figure 2-13).

df = df[df["service"] == "http"]

df df.drop ("service", axis=1l)

columns.remove ("service")

Figure 2-13. Filtering df to only have HTTP attacks and removing the service
column from df

Just to make sure, check the shape of df again (Figure 2-14).
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In [91]: | df.shape
Cut[91]: (623091, 41)
Figure 2-14. The dimensionality of the filtered df
The number of rows has been drastically reduced, and the column count went
down by one because you removed the service column since you don’t actually need it
anymore.
Let’s check all the possible labels and the number of counts for each label, just to get

a feel of the data distribution.
Run the following:

df["label"].value counts()
or
print(df["label"].value counts())

You should see something like Figure 2-15.

In [93]: Il df["label"].value_counts
Cut[93]: normal. £19046
back. 2203
neptune. 1801
portsweep. 16
ipsweep. 13
satan. 7
phf. 4
nmap . 1

Name: label, dtype: intéed

Figure 2-15. The unique labels in df along with the number of instances of data
points in df with that specific label

The vast majority of the data set is comprised of normal data entries, with around
0.649% of data entries for all HTTP attacks comprising actual intrusion attacks.

Additionally, some of the columns have categorical data values, meaning the model
will have trouble training on them. To bypass this issue, you use a built-in feature of
scikit-learn called a label encoder.

Figure 2-16 shows what you currently see if you run df.head(5), meaning you want
five entries to display.
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Figure 2-16. A line of code to display the top five entries in the table. In this case,

In [97]):

df.head (5)
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duration protocol_type flag src_bytes dst_bytes

O X

o o O o o

tcp
tcp
tcp
tcp

tcp

SF 215
SF 162
SF 236
SF 233
SF 239

the image has been cropped to show the first few columns

You can also run print(df.head(5)), butit prints in a text format (Figure 2-17).

In [98]:

e Ly B O

e W b O

print (df.head(5)

duration protoceol type flag

0

oo o o

tep
tcp
tcp
tcp
tcp

SF
SF
SF
SF
SF

src_bytes dst _bytes
215 45076 0
le2 4528 0
236 1228 0
233 2032 ]
239 486 0
logged in num compromised

urgent hot num failed logins

0

(= = = = |
(== = Y = |

oo o oo

R R e e

0

[ = = |

45076
4528
1228
2032

486

root_shell \

0

[ = I = |

Figure 2-17. The same function as in Figure 2-16, but in text format

To resolve this issue, the label encoder takes the unique (meaning one entry per
categorical value instead of multiple) list of categorical values and assigns a number
representing each of them. If you had an array like

[ "John", "Bob", "Robert"],

the label encoder would create a numerical representation like

land wrong_fragment \

0

[ I R )

[0, 1, 2], where 0 represents "John", 1 represents "Bob", and 2 represents

"Robert."
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Now do the same with the labels in your data frame.
Run the code in Figure 2-18.

for col in df.columns:
if df[col].dtype == "object":
encoded = LabelEncoder ()
encoded.fit (df[col])

df[col] = encoded.transform(df[col])

Figure 2-18. Applying the label encoder to the columns with data values that are
strings

encoded.fit(df[col]) gives the label encoder all of the data in the column from
which it extracts the unique categorical values from. When you run

df[col] = encoded.transform(df[col])

you are assigning the encoded representation of each categorical value to df[col].
Let’s check the data frame now (Figure 2-19).

In [101]: . df.head(5)

o I ] .
vucivi):

duration protocol_type flag src_bytes dst_bytes land

0 0 0 ) 215 45076 0
1 0 0 9 162 4528 0
2 0 0 9 236 1228 0
3 0 0 9 233 2032 0
4 0 0 9 239 486 0

Figure 2-19. Looking at the first five entries of df after applying the label encoder

Good, all the categorical values have been replaced with numerical equivalents.
Now run the code in Figure 2-20.
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for £ in range (0, 3):

df = df.iloc[np.random.permutation (len (df)) ]

df2 = df[:500000]
labels = df2["label"]
df validate = df[500000:]

x_train, x test, y train, y test = train test split(df2, labels,
test size = 0.2, random state = 42)

x val, y val = df validate, df validate["label"]

Figure 2-20. Shuffling the values in df and creating your training, testing, and
validation data sets

With
df = df.iloc[np.random.permutation(len(df))]

you are randomly shuffling all the entries in the data set to avoid the problem of
abnormal entries pooling in any one region of the data set.
With

df2 = df[:500000]

you are assigning the first 500,000 entries of df to a variable df2.

In the next line of code, labels = df2["label"], you assign the label column to
the variable labels. Next, you assign the rest of the data frame to a variable named
df_validate to create the validation data set with df validate = df[500000: ].

To split your data into the training set and testing set, you can use a built-in
scikit-learn function called train_test split, as detailed below:

x_train, x test, y train, y test = train test split(df2, labels,
test_size = 0.2, random state = 42)

The parameters are as follows: x, y, test_size, and random_state. Note that x and
y are supposed to be the training data and training labels, respectively, with test_size
indicating the percentage of the data set to be used as test data. random_state is a
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number used to initialize the random number generator that determines what data
entries are chosen for the training data set and for the test data set.
Finally, you delegate the rest of the data to the validation set. To define the terms

again:

o Training data is the data that the model trains and learns on. For an
isolation forest, this set is what the model partitions on. For neural
networks, this set is what the model adjusts its weights on.

o Testing data is the data that is used to test the model’s performance.
The train_test split() function basically splits the data into
a portion used to train on and a portion used to test the model’s
performance on.

o Validation data is used during training to gauge how the model’s
training is going. It basically helps ensure that as the model gets
better at performing the task on the training data, it also gets better
at performing the same task over new, but similar data. This way,
the model doesn’t only get really good at performing the task on the
training data, but can perform similarly on new data as well. In other
words, you want to avoid overfitting, a situation where the model
performs very well on a particular data set, which can be the training
data set, yet the performance noticeably drops when new data is
presented. A slight drop in performance is to be expected when the
model is exposed to new variations in the data, but in this case, it is

more pronounced.

In this example, you don’t use the validation set or testing set during training, but
this will come into play later on when you are training neural networks. Instead, you use
them to evaluate the performance of the model.

Let’s take a look at the shapes of your new variables by running the code in
Figure 2-21.
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In [140]: l print("Shapes:\nx_train:%s\ny_train:%s\n" % (x_train.shape, y_train.shape))
pr;nt("x_:est:%s\nyﬁ:est:%s\n" % (x_test.shape, vy test.shape))

print("x_val:%s\ny_val:%s\n" % (x_val.shape, y val.shape))

Shapes:
x_train: (400000, 41)
y_train: (400000,)

x_test: (100000, 41)
y_test: (100000,)

x_val: (123091, 41)
y_val: (123091,)

Figure 2-21. Getting the shapes of the training, testing, and validation data sets

To build your isolation forest model, run the following:

isolation forest = IsolationForest(n estimators=100, max_samples=256,
contamination=0.1, random state=42)

Here’s an explanation of the parameters:

e« n_estimators is the number of trees to use in the forest. The default
is 100.

o max_samples is the maximum number of data points that the
tree should build on. The default is whatever is smaller: 256 or the
number of samples in the data set.

e contamination is an estimate of the percentage of the entire data set
that should be considered an anomaly/outlier. It is 0.1 by default.

o random_state is the number it will initialize the random number
generator with to use during the training process. An isolation forest
utilizes the random number generator quite extensively during the
training process.

Now, let’s train your isolation forest model by running
isolation forest.fit(x train)

This process will take some time, so get up and stretch for a bit!

Once it’s finished, you can go about calculating the anomaly scores. Let’s create a
histogram of the anomaly scores when tested on the validation set.

Run the code in Figure 2-22.
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anomaly scores = isolation forest.decision function(x val)
plt.figure(figsize=(15, 10))

plt.hist (anomaly scores, bins=100)

plt.xlabel ('Average Path Lengths', fontsize=14)
plt.ylabel ("Number of Data Points', fontsize=14)

plt.show ()

Figure 2-22. Getting the anomaly scores from the trained isolation forest model
and plotting a histogram

You should see a graph that looks like Figure 2-23.
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Figure 2-23. A histogram plotting the average path lengths for the data points.
It helps you determine what is an anomaly by using the shortest set of path lengths,
since that indicates that the model was able to easily isolate those points
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A quick note: plt.show() is not necessary on Jupyter if you have %matplotlib inline,
but if you are using anything else, this should open up a new window with the graph.

Let’s calculate the AUC to see how well the model did. Looking at the graph, there
appears to be a few anomalous data with average path of less than -0.15. You expect
there to be a few outliers within the normal range of data, so let’s pick something more
extreme, such as -0.19. Remember that the lesser the path length, the more likely the
data is to be anomalous, hence why there’s a curve that increases drastically as the graph
goes right. Run the code in Figure 2-24.

from sklearn.metrics import roc auc_ score

anomalies = anomaly scores > -0.19
matches = y val == list (encoded.classes ).index("normal.")
auc = roc_ auc_score (anomalies, matches)

print ("AUC: {:.2%}".format (auc))

Figure 2-24. Classifying anomalies based on a threshold that you picked from a
graph and generating the AUC score from that set of labels for each point

You should see something like Figure 2-25.

In [1867]: I from sklearn.metrics import roc_auc_score

anomalies = anomaly scores > -0.19

matches = y val == list(encoded.classes ).index("normal.")
auc = roc_auc_score (anomalies, matches)

print ("AUC: {:.2%}".format (auc)

AUC: 99.81%
Figure 2-25. The generated AUC score after running the code
That’s an impressive score! But could it be the result of overfitting? Let’s get the

anomaly scores of the test set to find out.
Run the code in Figure 2-26.

49



CHAPTER 2  TRADITIONAL METHODS OF ANOMALY DETECTION

anomaly scores test = isolation forest.decision function(x test)
plt.figure(figsize=(15, 10))

plt.hist (anomaly scores test, bins=100)

plt.xlabel ('Average Path Lengths', fontsize=14)

plt.ylabel ('"Number of Data Points', fontsize=14)

plt.show ()

Figure 2-26. Creating a histogram like in Figure 2-23 for the testing set instead of
the validation set

You should get a graph like Figure 2-27.
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Figure 2-27. A histogram like in Figure 2-23, but for the testing set
There is a similar pattern of what appear to be anomalous data to the left of -0.15.
Again, assume that there are expected outliers, and pick any average path length less

than -0.19 as the cutoff for anomalies.
Run the code in Figure 2-28.
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anomalies test = anomaly scores test > -0.19
matches = y test == list(encoded.classes ).index("normal.")
auc = roc_auc_score (anomalies test, matches)

print ("AUC: {:.2%}".format (auc))

Figure 2-28. Applying the code in Figure 2-24 to the test set. In this case, the
threshold was the same, but you still picked it based on the histogram

It should look like Figure 2-29.

In [163]: ! ancmalies test = anomaly scores test > -0.19
matches = y test == list (encoded.classes ).index("normal.")

auc = roc_auc _score(anomalies test, matches)
print ("AUC: {:.2%}".format (auc)

AUC: 99.82%

Figure 2-29. The generated AUC score for the test set

That'’s really good! It seems to perform very well on both the validation data and the
test data.

Hopefully by now you will have gained a better understanding of what an isolation
forest is and how to apply it. Remember, an isolation forest works well for multi-
dimensional data (in this case, you had 41 columns after dropping the service column)
and can be used for unsupervised anomaly detection when applied in the manner
implemented in this section.

One-Class Support Vector Machine

The One-Class SVM is a modified support vector machine model that is well-suited for
novelty detection (an example of semi-supervised anomaly detection). The idea is
that the model trains on normal data and is used to detect anomalies when new data is
presented to it. While the OC-SVM might seem best suited to semi-supervised anomaly
detection, since training on only one class means it’s still “partially labeled” when
considering the entire data set, it can also be used for unsupervised anomaly detection.
You will perform semi-supervised anomaly detection on the same KDDCUP 1999 data
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set as the isolation forest example. Similar to the isolation forest, the OC-SVM is also
good for high-dimensional data. Additionally, the OC-SVM can capture the shape of the
data set pretty well, a point that will be elaborated upon below.

To understand how a support vector machine works, first visualize some data on a
2D plane (Figure 2-30).

Figure 2-30. Some points plotted so that they group up in two regions on
the graph

How do you separate the data into two distinct regions using a line? Well, it’s pretty
simple (Figure 2-31).
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Figure 2-31. A line that separates the two regions based on the points plotted

Now you have two regions representing two different labels. However, the problem
goes a little bit deeper than that.

The reason the model is called a “support vector machine” is because these “support
vectors” actually play a huge role in how the model draws the decision boundary,
represented in this case by the line in Figure 2-32.
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Figure 2-32. The decision boundary drawn with support vectors

Basically, a support vector is a vector parallel to the hyperplane that acts as the
decision boundary, containing a point that is closest to the hyperplane, and helps
establish a margin for the decision boundary. In this example, the hyperplane is a line
because there are only two dimensions. In three dimensions, the hyperplane would be a
plane, and in four dimensions, it would be a three-dimensional space, and so on.

The most optimal hyperplane would involve the support vectors establishing a
maximum margin for the hyperplane. The example in Figure 2-32 is not optimal, so let’s
look for a more optimal hyperplane in Figure 2-33.
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1;

Figure 2-33. A hyperplane with support vectors that allow for a larger margin

With how the hyperplane is drawn, the points which their respective support vectors
pass through are the closest to the hyperplane. This is a more optimal solution for a

hyperplane since the margin for the hyperplane is much larger than in the previous
example (Figure 2-32).

However, realistically, you will see hyperplanes that are more like Figure 2-34.
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1;

Figure 2-34. A more realistic example of how a hyperplane functions

There will always be outliers that prevent a clear distinction between two
classifications. If you think back to the invasive fish example, there were some native fish
that looked like invasive fish, and some invasive fish that looked like native fish.

Alternatively, Figure 2-35 shows a possible solution.
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Figure 2-35. An example of a hyperplane completely separating the two regions.
However, this is an example of overfitting

While this does count as a solution to the classification problem, this would lead to
overfitting, resulting in another issue. If the SVM performs too well on the training data,
it could perform worse on new data that contains different variations.

The decision boundaries won'’t be that simple either. You could run into situations
such as the one shown in Figure 2-36.
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Figure 2-36. A graph showcasing a different type of grouping of the data points

You can’t draw a line for this, so you have to think differently instead of using a linear
SVM. Let’s try to map the distances of each point from the center of the dark dots onto
the 3D plane through some function (see Figure 2-37).
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Figure 2-37. Plotting the points onto the 3D plane shows that you can now
separate the regions

Now there is a clear separation between the two classes, and you can go ahead with
separating the data points into two regions, as in Figure 2-38.

59



CHAPTER 2  TRADITIONAL METHODS OF ANOMALY DETECTION

Figure 2-38. The hyperplane now is an actual plane because of the added third
dimension

When you go back to the 2D representation of the points, you can see something like
Figure 2-39.

60



CHAPTER 2  TRADITIONAL METHODS OF ANOMALY DETECTION

Figure 2-39. This is what the hyperplane looks like when you go back to 2D

What you just did was use a kernel to transform the data into another dimension
where the