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“A baby learns to crawl, walk and then run.  
We are in the crawling stage when it comes to applying machine learning.”

 —Dave Waters

Whether you are a student in any school or a research fellow in any university or 
faculty, or an IT professional or for that matter, any person who is drawn to cyber 
security, you will find something useful and enjoyable in this book. This book caters 
to the needs of the global research community. On going through the book, you shall 
discover the profoundness of the influence which machine learning and data-mining 
techniques have in developing defense solutions against attackers. It explores some 
of the most exciting solutions developed and the future opportunities for current 
researchers. A lot of effort has been put into the designing of this book. It is written 
and compiled in a lucid, visually distinct and illustrative way to provide insights to 
the user about the manner in which upfront technologies, like machine learning and 
data mining, have integrated with cyber security. The inspiration behind this book 
was to enlighten the researchers and to gather greater appreciation for a difficult, but 
fascinating subject-machine learning. This book is exemplary of infinite applications 
that machine learning has. 

The emerging technologies, like machine learning and data mining, are the 
gift of many tedious endeavours; a gift that possesses immense power to shape the 
futuristic secure cyberspace. We hope this book will contribute to the imagination of 
the students and young researchers in this field to explore further as there is so much 
yet to be discovered and invented by man. But this is only a first foot in this direction;  
many more volumes will follow. I congratulate the authors as I think there are going 
to be many grateful readers who shall gain broader perspectives on the discipline of 
machine learning as a result of their efforts.

Gregorio Martinez Perez
Department of Computer Science

University of Murcia (UMU), Spain
E-mail: gregorio@um.es  

Homepage: http://webs.um.es/gregorio/
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Preface

Computer security pertains to the use of technology and policies to assure 
confidentiality, integrity and availability by adopting the activities of prevention, 
detection and recovery. While researching and teaching cyber security for many years,  
we noticed an increasing trend towards machine learning-based solutions, most of 
which revolve around machine learning and data-mining techniques. Being unable to 
find any appropriate compilation of these modern techniques, we decided to come up 
with this book titled, Machine Learning for Computer and Cyber Security: Principles, 
Algorithms, and Practices.

The cyberspace continues to face challenging threats and vulnerabilities, exposing 
us to different kinds of cyber attacks of varied severity levels and to counter which, 
machine learning is an ideal solution. We believe learning and understanding of any 
technical matter demands studying it multiple times in different manners, which 
offer an ever new perspective of the problem. Thus, for ensuring an acceptable and 
satisfactory level of security, it is required that researchers clearly understand the new 
technologies and their working mechanism. This book serves as a valuable reference 
point for researchers, educators and engineers who want to explore different machine-
learning techniques and tools in cyber security. It is also of general interest to one using 
machine-learning techniques in software development, particularly in developing 
cyber security applications. It is our hope that the work presented in this book will 
stimulate new discussions and generate original ideas that will further develop this 
important area. 

We would like to express our heartfelt gratitude and acknowledgement to the 
authors for their contributions and the reviewers for their expertise to improve the 
manuscript. We are grateful to CRC Press, Taylor & Francis Group for giving the 
opportunity to publish this book. We would like to thank them for their support and 
professionalism during the entire publication process.

August 2018  B.B. Gupta
Michael Sheng
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Chapter 1
a Deep Learning-based System for 
Network Cyber threat Detection
Angel Luis Perales Gomez,* Lorenzo Fernandez 

Maimo and Felix J. Garcia Clemente

New network technologies and paradigms are rendering existing intrusion detection 
and defense procedures obsolete. In particular, the upcoming fifth generation (5G) 
mobile technology with large volumes of information and high transmission rates is 
posing new challenges on cybersecurity defense systems. In this regard, this chapter 
proposes a system for network cyberthreats detection in 5G mobile networks by 
making use of deep learning techniques with statistical features obtained from network 
flows. Since these features are payload-independent, they can be computed even with 
encrypted traffic. The system analyzes network traffic in real time and, additionally, is 
able to adapt in order to manage traffic fluctuation. This proposal has been evaluated 
in a botnet context, reaching reasonable classification accuracy. Moreover, the model 
prediction runtime has also been evaluated with a variety of deep learning frameworks 
and a wide range of traffic loads. The experimental results show that the model is 
suitable in a real 5G scenario.

1. Introduction

Over the years, cyber-security researchers have used diverse techniques and developed 
multiple solutions to protect assets of organizations from malicious attackers. Cyber-
security solutions provide encryption, rights management and inspection capabilities 
for protecting network data. However, cyber security threats, such as trojans, viruses, 
worms and botnets, among others [1] require cyber security solutions to be constantly 
updated. In this sense, solutions based on Intrusion Detection Systems (IDS) include 
proactive techniques to anticipate vulnerabilities and trigger reactive actions.

Departamento de Ingeniería y Tecnología de Computadores, University of Murcia, 30100 Murcia, Spain. 
E-mails: lfmaimo@um.es; fgarcia@um.es
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The large volume of traffic carried by modern networks make IDSs ineffective 
to collect and analyze every network packet. As an illustration, a deep packet 
inspection (DPI) tool like Snort [2] begins to discard packets from 1.5 Gbps [3] due 
to overheads. Recently, intensive experiments were conducted in order to obtain a 
thorough performance evaluation of Snort and the application of machine learning 
techniques on it [4]. These experiments covered a wide range of bandwidths, resulting 
in 9.5 per cent of packets dropped at 4 Gbps, while packet drop rose to 20 per cent at 
10 Gbps. In order to improve performance, advanced parallelization techniques based 
on hardware accelerators were proposed. Among them, techniques based on Field 
Programmable Gate Array (FPGA) support speeds of up to 4 Gbps without loss [5] 
while the ones based on Application-Specific Integrated Circuit (ASIC) reach speeds 
close to 7.2 Gbps [6].

Consequently IDS-based solutions based on DPI adopted new ways of detection, 
evolving towards the use of innovative AI-based techniques [7]. A complete survey 
dealing with solutions to quickly classify gathered network flows and detect attacks, 
can be found in [8]. However, upcoming networks with even higher transmission rates 
will make these solutions insufficient. That is the case with the Internet of Things [9] 
or the new fifth generation (5G) mobile technology, where its new advanced features 
will be a challenge for the existing detection procedures; therefore, these procedures 
need to be adapted accordingly to the new requirements.

The 5G-PPP consortium has identified a pool of Key Performance Indicators 
(KPI) that have a high impact when analyzing and inspecting traffic network flows 
[10]. This inspection computes certain characteristics of the incoming network flow 
needed for the detection procedure in an efficient and quick manner. Among these 
KPIs, the following four make detection procedures an even greater challenge in 5G 
mobile networks:
 • 1000 times higher mobile data volume per geographical area.
 • 10 to 100 times more connected devices.
 • 10 times to 100 times higher typical user data rate.
 • End-to-end latency of < 1 ms.

The large number of User Equipments (UE) belonging to 5G subscribers, the large 
volumes of data traffic produced by them and the reduced latency in connectivity make 
us face new challenges to be solved without losing cyber threat detection accuracy in 
real-time scenarios.

To overcome this challenge, this chapter presents a 5G-oriented architecture to 
identify cyber threats in 5G networks by means of deep learning techniques. This 
approach is based on a feature vector made up of statistical measures obtained from 
the network flows within a given time period. These features are payload-independent, 
making them suitable to be used even with encrypted traffic. In our proposal, a deep 
learning model is trained in a supervised way with the feature vectors computed from 
a well-known botnet dataset. Subsequently, this model is used to classify the network 
traffic as normal or anomalous within this botnet context [11]. Our experimental 
results show the classification accuracy of our proposal as well as its prediction 
runtime. This runtime is shown to be suitable for the time restrictions imposed by the 
5G networks. Moreover, this chapter first presents a detailed study of different deep 
learning techniques and how they can be applied to network anomaly detection.
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2. Deep Learning

For years, machine learning has been used in a wide range of applications, such 
as spam filters or recommendation systems. Nowadays, machine learning is being 
replaced with more advanced deep learning techniques. Both are closely related and 
share the same philosophy—they build a model from an input dataset and use it to 
make predictions on unseen data. Indeed, deep learning is considered as a subfield 
of machine learning (Fig. 1). However, machine learning needs feature engineering 
to generate the input features, thus requiring more domain expertise, whereas deep 
learning obtains their own features from raw data [12]. This fact, together with the 
increase of computation power in modern hardware and the availability of public 
datasets to be used in a wide domain of problems, are the main reasons of deep 
learning success.

In this section, a brief introduction to machine learning is presented, describing the 
typical problems where machine learning is used and the different training methods 
available. Next, the main concepts behind deep learning are explained, starting 
from a basic feed-forward artificial neural network and ending with more complex 
architectures.

Field of Artificial Intelligence

Field of
Machine Learning

Deep
 Learning

Fig. 1: Relationship among artificial intelligence, machine learning and deep learning.

2.1 Machine Learning
Machine learning is an artificial intelligence field that allows a computer to learn from 
data without being explicitly programmed. Machine learning algorithms (also called 
‘models’) need a training phase before being used to make predictions. During the 
training stage, the algorithm uses the input data to find a model that allows predictions 
about unseen data belonging to the same context. If the model accurately predicts 
unseen data, the model can generalize and, hence, can be used to make future 
predictions. Conversely, if the model predicts accurately the data used during the 
training but has much less accuracy when used with new data, then the model has 
overfitted the training data. Overfitting means that it has also learned the noise, and 
thus, it cannot generalize.

Additionally, the model may have parameters that cannot be optimized from 
the data; they are called ‘hyperparameters’. In many cases, their default values are 
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sufficient to obtain an acceptable result. However, reaching state-of-the-art requires 
the tuning of these model hyperparameters. Frequently this is the more time-
consuming part because it implies fitting and testing the model for a wide range of 
hyperparameter values.

We can consider two main machine-learning tasks regarding their desired output: 
classification and regression (Fig. 2).
Classification: We want to determine the most probable class of an element, for 
example, distinguishing between pictures of cats and dogs. This typically consists 
in finding a boundary that separates the different classes. When we have only two 
classes, it is called binary classification. If we have more than two classes, it is called 
categorical classification. A typical classification problem in machine learning is to 
recognize handwritten digits. One approach to solve this task is to train a model by 
using the well-known MNIST dataset. In this problem, the input data is an image that 
represents a handwritten digit and the output is the digit itself. This can be seen as a 
10-class classification task.
Regression: Attempt to model the relationship between a dependent variable and 
one or more independent variables. It is used to make both prediction and inference. 
A prediction example is when we want to predict the house pricing from variables 
such as number of bedrooms, number of bathrooms, square meters, city, and district. 
Conversely, if we want to know how much increase in house price is associated with 
a given city, we are making inference.

In addition to categorizing machine-learning algorithms regarding their desired 
output, we can also classify them as supervised or unsupervised, depending on whether 
or not they need labeled data respectively:
Supervised: Each sample has its label, so we can compute the error between the real 
and the predicted values and adjust the model parameters accordingly. 
Unsupervised: In this case, the dataset has no labels, thus the approach to this problem 
is mainly based on clustering algorithms. The algorithms are based on grouping data 
in clusters, that is, the samples of each cluster are more similar to each other than to 
those in the other cluster.

A non-exhaustive list of supervised machine-learning algorithms includes linear 
regression, logistic regression, support vector machine, artificial neural networks, 
random forest, or tree decision just to name a few. Some of those algorithms, such 

Classification Regression
Fig. 2: Classification versus regression. In classification the dotted line represents a linear boundary 
that separates the two classes; in regression, the dotted line models the linear relationship between the 

two variables.
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as logistic regression, focus on classification tasks; while others focus on regression 
tasks (e.g., linear regression). Some of them can be used both for regression and 
classification; for example, support vector machines, artificial neural networks or 
random forests. Regarding unsupervised algorithms, an example is the well-known 
k-means clustering method.

2.2  Artificial Neural Networks
Feedforward neural network is one of the basic artificial neural network architectures 
and it is made up of neurons organized in layers. Artificial neurons are inspired 
by biological neurons in the sense that they receive an input signal from different 
connections, perform a weighted sum of the inputs and apply an activation function 
to produce an output.

A detailed artificial neuron scheme can be seen in Fig. 3. The inputs are  
x1 … xn and they are multiplied by the weights labeled as w0 … wn. The weighted sum 
is performed and, finally, the activation function is applied, producing an output.

From a mathematical point of view, a neuron performs a well defined operation 
given by Eq. 1. We can represent the weighted sum operator as a matrix multiplication, 
where both x and w have an n × 1 shape, and n is the number of inputs of the neuron.

 
0

( ) ( ) ( )
n

T
i i

i

g x w x b w x bσ σ
=

= + = +∑  (1)

The activation function σ is used to introduce non-linearity to the output. Three 
of the most common activation functions are sigmoid, hyperbolic tangent (tanh) and 
REctifier Linear Unit (ReLU). The output of the sigmoid activation function takes 
values between 0 and 1. A special case of sigmoid, called logistic function, is frequently 
used as final step in binary classification problems (Eq. 2). These problems are rather 
common; for example, in supervised anomaly detection, the goal is to predict between 
two classes, normal and abnormal. Therefore, a sigmoid can be applied as a last step 
to limit the output between 0 and 1. Finally, a threshold decides the class (e.g., class 
one if sigmoid(x) > 0.5 or class two if sigmoid(x) ≤ 0.5).

 1( )
1 xsigmoid x

e−=
+

 (2)

Hyperbolic tangent activation function can be expressed as a function of hyperbolic 
cosine and hyperbolic sine. The output values goes from –1 to 1 (Eq. 3).

 ( )( )
( )

x x

x x
sinh x e etanh x
cosh x e e

−

−

−
= =

+
 (3)

ReLU, in turn, is based on a maximum function and it takes the maximum value 
between 0 and the input (Eq. 4). ReLU is simpler than sigmoid or tanh because any 
negative value is set to 0; hence, it does not need to compute any operation, such as 
multiplication or exponential. An interesting property of ReLU is that it helps to solve 
the vanishing gradient problem [13].

 ( ) (0, )ReLU x max x=  (4)

The three activation function are plotted in Fig. 4.
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In general, as shown by Fig. 5, a feed-forward neural network is made up of a first 
layer called ‘input layer’, one or more ‘hidden layers’, and a final layer called ‘output 
layer’. In the training phase, the input layer receives the training data; then, each 
neuron computes its output and propagates it to the next layer. This is repeated for each 
hidden layer until the output layer is reached. This is called ‘forward propagation’. 
When the output layer is reached, a loss function computes the error between the 
output and the ground truth. Common loss functions are mean square error (MSE) for 
regression and binary cross-entropy (two classes) or categorical cross-entropy (three 
or more classes) for classification. The MSE function is computed as the mean of the 
difference between the observed values y and the predicted values ŷ, where y and ŷ are 
vectors of size n (Eq. 5).

 2

1

1 ˆ( )
n

i iMSE y y
n

= −∑  (5)

The binary cross-entropy and multi-class cross-entropy are closely related. Indeed, 
the last one is a generalized case of the first. Binary cross-entropy and multi-class 
cross-entropy are computed as shown in Eqs. 6 and 7 respectively. In these formulas, 
ŷ is the prediction vector, y is the observed values vector and i and j the i-th element in 
the vector and the j-th class respectively.

 
1

1 ˆ ˆ[ log( ) (1 )log(1 )]
n

i i i iy y y y
n

− − + − −∑  (6)

Fig. 3: One-layer artificial neural network—the perceptron.

1

Σ

x1

x2

xn

w0

w1

w2

wn

Inputs Weights Net input 
function

Activation 
function

Fig. 4: The most common activation functions used in neural networks.

(a) sigmoid  (b) tanh  (c) ReLU
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1 1

1 ˆ[ log(1 )]
n m

ij ijy y
n

− −∑∑  (7)

This error measure is used to update the weight of each layer by means of a 
technique called ‘backpropagation’ [14]. This technique is an efficient way to compute 
the gradient of the loss functions with respect to each optimizable parameter of the 
network. When the backpropagation process ends, the weights are updated by a 
version of gradient descent. This procedure is repeated until a minimum is reached.

There exists a wide variety of neural network architectures. Historically only 
shallow models were considered suitable; however, the modern hardware has 
achieved enough computational power to deal with millions of parameters of the 
deeper architectures. This compute power, together with enhanced regularization 
methods, initialization heuristics and larger datasets have substantially improved the 
convergence and performance of the deeper models.

In the following sections, two of the most popular architectures are described—
convolutional neural networks (CNN), which have achieved state-of-the-art results in 
fields such as computer vision or natural language processing; and recurrent neural 
networks (RNN), including Long Short-Term Memory (LSTM), a deep architecture 
that is capable of detecting complex temporal patterns.

Input Layer Hidden Layer Output Layer

Fig. 5: Two-hidden layer artificial network architecture.

2.3  Convolutional Neural Networks
Feed-forward neural networks are based on fully-connected layers, in which every 
neuron is connected to every other in adjacent layers. By contrast, CNNs utilize 
local receptive fields (also called filters, which enforce a local connectivity pattern 
between neurons of adjacent layers, that is, a neuron is connected to a small region of 
the previous layer), shared weights (the weights are associated to the filter, so every 
output uses the same weights) and pooling (which simplifies the output).

Although CNNs have achieved state-of-the-art results in computer vision tasks 
(e.g., image classification or object detection), they are neither limited to image 
processing nor to two-dimensional inputs. In addition, they have proved their 
effectiveness in fields such as natural language processing or time series prediction.
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Three main types of layers are commonly used to build convolutional networks—
convolutional layer, pooling layer and fully-connected layer (the same as in feed-
forward networks).

2.3.1 Convolutional Layer

This is the core layer in the convolutional neural networks architecture and it is based 
on the convolution operator. Convolution is a linear operation widely used in computer 
vision and image processing applications. For images, convolution is represented as a 
matrix called kernel, filter or feature detector. The kernel matrix is moved across the 
image and applied to each image position. The resulting matrix is called feature map, 
activation map or convolved feature.

Figure 6 graphically shows how the operation is performed. It is important to 
notice that it is not a traditional matrix multiplication, but the dot product of the kernel 
and the underlying pixels. Different kernels result in different activation maps. In the 
figure, the output is computed as follows:

 1 0 2 1 4 0 2 1 4 4 6 1 3 0 2 1 7 0 4× + × + × + × + ×− + × + × + × + × = −

The purpose of a convolutional layer is to extract features from the input image, 
where the filter weights determine the feature that is going to be detected. These 
weights are the parameters that the network will learn during the training phase.

1 2 4 2 0 2 2 5

2 4 2 7 2 6

3 2 8 5 8 2

2 2 5 2 2 7

0 2 2 7 2 2

2 2 2 2 0 6

2 5 2 4 2 6

4 2 2 8 5 2

6

7

9

1

4

7

6

6

3

5

4

7

3

4

0 1

-4

1 -4 1

0 1 0

0 1 0

1 -4 1

0 1 0 0

Fig. 6: Convolution operation—The result is stored in the output cell corresponding to the center of 
the filter.

2.3.2 Pooling Layer

Frequently, a pooling layer is used just after a convolutional layer. The purpose is to 
reduce the dimensionality of the output by selecting the most representative feature 
in a patch. Pooling operation consists in a subsampling of its input by means of an 
aggregation operation (typically maximum or average) applied in a given stride. One 
interesting property of the pooling operation is that it also introduces translation 
invariance.

2.3.3 Fully Connected Layer

Fully connected layer is similar to the layers used in feed-forward neural networks. In 
CNN context, this layer is used as a final classification stage. The last convolutional 
layer outputs a given number of feature maps. This output is flattened into a single 
vector before being passed to the fully connected layer.
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In Fig. 7, we can see a well-known convolutional neural network architecture 
called LeNet-5 [15] used in handwritten digit classification. LeNet-5 accepts images 
of 28 × 28 pixels as input. The network is made up of two convolutional layers, each 
of them with a corresponding max pooling layer, and two fully connected layers, 
followed by a final 10-output classification layer. Each output represents a class-
membership estimation. This neural network architecture can be used in conjunction 
with the above-mentioned MNIST dataset to classify handwritten digit.

2.3.4 Recurrent Neural Networks

A recurrent neural network (RNN) is an architecture of artificial neural networks 
where connections between units form a directed graph along a sequence. Unlike 
feed-forward neural networks, RNNs can use their internal state to process sequences 
of inputs. This makes RNNs suitable for use in tasks that require data sequences, such 
as speech recognition, language modeling, translation or image captioning.

The input to the recurrent neural networks is a sequence of length n, denoted by 
x0, x1,…, xn –1. The internal state can be represented by Eq. 8, where ht is the hidden 
state after processing xt input, ht–1 is the previous hidden state. W and U are the 
corresponding weights. The output function (yt) can be seen in the Eq. 9, where V are 
the weights.
 1( )t t t t th W x U hσ −= +  (8)

 ( )t t ty V hσ=  (9)

The key concept in RNN architecture is the use of the previous state ht –1 that gives 
the network information about the past. This provides the network with a temporal 
context that can be used to predict the next element of a temporal series, or to translate 
a given sentence considering a number of previous words. However, RNN suffers 
from vanishing gradient; hence has trouble dealing with long-term dependencies. 
Long short-term memory neural networks (LSTM) solve this drawback by using a 
more complex architecture.

2.3.5 Long Short-Term Memory Neural Network

Long short-term memory neural network (LSTM) [16] is a special RNN architecture 
capable of learning long-term dependencies. It can remember information for a long 
period of time. An LSTM architecture uses the LSTM unit as a base block to build 
the network.

Fig. 7: Convolutional neural network architecture.
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An LSTM unit is made up of a cell state ct and three different gates: the forget 
gate (ft), the input gate (it), and the output gate (ot). In this model, the hidden state (ht) 
is also the cell output and there is a new internal cell state (ct) that is managed by the 
forget and input gates. The forget gate provides a forgetting coefficient computed from 
the input data (xt) and the previous hidden state (ht–1). Finally a sigmoid function (σ) 
is applied. The operations to compute the forget gate, the input gate and the new cell 
state are shown in Eq. 10. Here, W and U are the weights associated with the current 
input data and the previous hidden state respectively; and b is the bias.
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 (10)

The input gate decides how the cell state should be updated. The next step is to 
obtain a candidate value to update the cell state. This candidate value is generated by 
applying tanh to a function of the previous hidden state and the input data. The new 
cell value is computed as a sum of the former cell state and the candidate, entry-wise 
multiplied (*) by the forget and input values respectively.

The output gate is responsible for deciding what information will be passed to 
the next unit. Its value is calculated from the input data and the previous hidden state. 
Finally, the output (or hidden state) is computed by entry-wise multiplying the output 
gate and the tanh function applied to the cell state (Eq. 11).

 1( )
( )

t o t o t o

t t t

o W x U h b
h o tanh c

σ −= + +
= ∗

 (11)

3. Deep Learning Applied to Anomaly Detection

Anomaly detection is the identification of items, events or observations which do not 
conform to an expected pattern or behavior. A simple anomaly detection procedure 
could be to define a region representing normal behavior and label any sample in the 
data that does not belong to this normal region as an anomaly. According to [17], there 
are several challenges in this simple approach—difficulty in defining such a normal 
region; anomalies produced by an adaptive malicious attacker; normal behavior 
evolution; context dependent definition of anomaly (e.g., in medical domain, a small 
fluctuation in body temperature can be an anomaly, whereas similar deviation in stock 
market domain may be normal); or lack of availability of labeled datasets.

Given the variety of anomalies, the general anomaly detection problem is 
considered as extremely hard. Moreover, even in a given context, the concept of 
anomaly can change with time. As an illustration, let us assume a network where 
P2P traffic is not allowed. In this case, P2P traffic would be classified as anomalous. 
However, if the company decides to take advantage of some P2P platform to provide 
a new service, the anomalous P2P traffic would be extremely difficult to differentiate 
from the allowed one.

In computer networks, anomaly detection has been a subject of study for decades 
and many approaches have been explored [17, 18]. The deep learning perspective, 
however, has received special attention in recent years [19].
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Deep-learning anomaly detection techniques typically act as classifiers that 
distinguish between normal and anomalous classes. These techniques operate in one 
of the following three modes:
Supervised detection requires a dataset with traffic labeled as normal or anomalous. 
The main issue is how to build a really comprehensive training set with all the 
anomalous traffic properly labeled. These datasets are not usually available and they 
can be difficult to collect and maintain [20]. There are several reasons for this, such 
as the excessive effort needed to collect such data, the level of expert knowledge that 
would be necessary for the analysis and even the issues with the users’ privacy. In 
fact, there are different legal aspects in collecting all the traffic from the network of a 
company or institution.
Unsupervised detection does not require any labeled training. The goal in this 
technique is typically to discover groups of similar samples within the data (clustering). 
A question that arises is how to be certain that the identified classes correspond to 
the desired ones. Even if we have a large amount of data covering all the different 
scenarios and traffic patterns, we cannot blindly trust the results. However, when 
used for dimension reduction, these methods are well suited to extract discriminative 
higher-level features that can improve the classification performance of a supervised 
or semi-supervised algorithm.
Semi-supervised detection tries to estimate the probability distribution of the normal 
traffic from a sufficient amount of collected samples. This defines a tight boundary 
around the region (not necessarily convex) where a sample is classified as normal. The 
difference with respect to the supervised method is that there is no information about 
the shape of the anomalous region in the sample space. The new traffic is classified as 
anomalous in case it exceeds a threshold distance.

Among the unsupervised learning methods, Deep Belief Networks (DBN) [21] 
and Stacked Autoencoders (SAE) [22] have proved to be effective in learning invariant 
features from complex and high-dimensional datasets. The Restricted Boltzmann 
Machine (RBM) is the building block of a DBN, where each layer is separately trained 
in a greedy way as a RBM, that takes the input from the feature layer learned in the 
previous layer. SAE use the same idea to train stacked autoencoders in an unsupervised 
way, one at a time, to obtain a set of more descriptive low-dimension features. Both 
can be fine-tuned by means of backpropagation or Support Vector Machine (SVM) 
layers in a supervised way. They can also be configured as a semi-supervised one-class 
method, for example, adding a one-class SVM as a last layer [23, 24]. These semi-
supervised one-class algorithms are well suited in anomaly detection, where the set of 
anomalous traffic captured is usually much smaller than the set of normal traffic. They 
can also be used in a prior phase to detect background traffic outliers, which could 
give us some useful insights into the traffic characteristics.

Training deep learning methods is a costly process because they need a great 
amount of data and iterations to converge. However, these methods usually outperform 
other classic algorithms. Additionally, they exhibit highly parallel computation 
patterns in prediction mode that take great advantage of GPU’s computing power. 
We are interested in time-effective solutions that offer sufficient accuracy with a low 
evaluation runtime, to process the features coming from the large volumes of input 
information expected in 5G mobile networks.
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4. Proposal for Network Cyber Threat Detection

To achieve effective network anomaly detection, we use a distributed system that 
integrates in 5G networks [25] following the ETSI NFV architecture [26], which has 
also been used as the basis for other proposals [27, 28].

The system is depicted in Fig. 8, which is made up of two Virtualized Network 
Functions (VNF)—Anomaly Symptom Detection (ASD) and Network Anomaly 
Detection (NAD). The former is located within the Radio Access Network (RAN) 
infrastructure. It focuses on the quick search of anomaly symptoms, where a symptom 
is basically a sign of anomaly detected in the traffic. The latter is a collector of 
timestamped and RAN-associated symptoms, where a central process analyzes the 
timeline and the relationship among these symptoms to identify any network anomaly. 
Once an anomaly is detected, it is immediately communicated to the monitoring and 
diagnoser module.

Our proposal is flexible because it can deploy new virtualized resources to continue 
detecting anomaly symptoms when network traffic increases. It is also extensible, 
since the symptom detection is performed in a distributed way in the RANs, while the 
anomaly detection is performed in a centralized way in the core network, known as 
Evolved Packet Core (EPC).

Regarding ASD and NAD functions, we propose using deep-learning techniques 
to analyze network flows. We divide flow accounting in two-step process: flow export 
and flow collection. The former is responsible for generating the flows, while the latter 
aggregates flows to compute a feature vector, suitable for the anomaly detection task. 
However, a prime design decision is to determine the set of network flow features to 
be computed in order to train our system.

The anomaly detection problem can be approached from a wide range of methods. 
In particular, we propose to use deep learning because it has been shown to be a useful 
choice in other similar problems, and because it has a set of features that are well 
aligned with the new requirements based on the KPIs identified for 5G networks.

In our architecture, the anomaly detection is arranged in two levels, as shown in 
Fig. 9. At the low level, the flow collector gathers all the different flows during a given 
period of time and calculates a vector of features that the ASD module will classify as 
anomalous or normal. This initial classification has to be made as quickly as possible, 
even at the expense of sacrificing accuracy for a lower response time. If an anomaly is 
suspected, a symptom packet composed of the feature vector involved, a time stamp 
and the type of anomaly detected (when a multi-class method is being used), is sent to 
the next level, the NAD module.
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Fig. 8: Network anomaly detection system.
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The NAD receives several streams of symptoms from all the ASDs, sorts them by 
their time stamps and assembles their time sequence. The task of deciding whether 
this sequence belongs to any of a set of attack categories can be seen as a sequence-of-
symptoms classification problem.

4.1  Suitable Deep Learning Models
Focusing on NAD, the model selected to detect anomalies was LSTM. The main 
reason is that the NAD module has less strict time restrictions if the ASDs have 
sufficient classification performance. In our research we are mainly interested in the 
ASD module, as its runtime performance is critical.

Regarding the ASD module, the deep learning models selected to be used were 
DBN and SAE. Both models share the same structure and can be used in supervised and 
unsupervised learning. We can use a DBN or SAE model followed by a classification 
layer if a labeled dataset is available. Otherwise, we propose to use DBN as a semi-
supervised method, training with the normal network traffic and using DBN as a sort 
of Discriminative RBM without any further back-propagation layer [29].

Using a DBN or SAE followed by an SVM as a final layer is proposed by some 
authors [23]. This model can be used as a supervised two-class method or as a semi-
supervised one-class method. This approach is discarded because it is not well suited 
to large-scale high-dimensional datasets.

We evaluated three different supervised DBN architectures. They have one, three 
and six hidden layers, respectively. As a final layer we chose a classification layer with 
a sigmoid activation function that gives the probability of the flow being normal or 
abnormal. These models are assumed to be trained with a labeled dataset, having two 
classes—normal or anomalous.

4.2  Network Flow Features
As mentioned in previous sections, machine-learning features need engineering 
by hand. In order to avoid the domain expertise, we try to automatically compute 
discriminative features from an input vector with many metrics.

Flow export requires NetFlow that defines how flow records are transported to 
the flow collector. NetFlow records contain for each flow—source and destination 
IP addresses and ports, start and end timestamps, type of service, level 3 protocol, 
TCP flags, next hop router, input and output SNMP interfaces, source and destination 
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Input batch
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Fig. 9: Detail of the low-level (ASD) and high-level (NAD) modules.
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autonomous systems and network masks. In addition, each flow record carries 
aggregated information about the number of packets and bytes exchanged.

Each flow record could be directly sent from the flow collector to the symptom 
detection module. However, the flow record is too simple and only allows extracting 
of a few features. A step forward is to obtain aggregated views from a window of flow 
records [24]. In this case, a timer and/or accounting function triggers the aggregation 
process after receiving a certain number of flows (offset). The aggregated view is 
computed, taking one or more time periods in a multi-scale way (e.g., three feature 
vectors could be obtained considering 5-minute, 1-minute and 1-second periods).

The required features can be different, depending on the anomaly that we want to 
detect; for example, if we want to detect TCP anomalies, we only need TCP features. 
In our experiments we identified 288 features that were calculated from the features 
presented in Table 1. In order to generate this features we considered two subset of 
flows—one whole set of TCP/UDP flows and another with TCP/UDP flows filtered so 
that their source/destination IPs belong to the flows within the offset.

Among the selected TCP/UDP features, we highlighted the features related to 
calculate the entropy and variance of NetFlow records. Firstly, the entropy of source 
IPs for incoming flows and the entropy of destination IPs for outgoing flows allow 
features regarding how the corresponding IPs appear in the set of flows. The entropy 
of source ports for incoming flows and the entropy of destination ports for outgoing 
flows allow similar features related to network ports. Secondly, the variances of the 
number of IP packets and total bytes for incoming, outgoing and total flows allow 
features regarding how different the flows are in the analyzed set.

Table 1: Selected TCP/UDP features computed from the network flows for the classification test.

Features (t)
Number of flows, number of incoming flows, number of outgoing flows.
% of incoming and outgoing flows over total.
% of symmetric and asymmetric incoming flows over total.
Sum, maximum, minimum, mean and variance of IP packets per incoming, outgoing and total flows.
Sum, maximum, minimum, mean and variance of bytes per incoming, outgoing and total flows.
Sum, maximum, minimum, mean and variance of source bytes per incoming, outgoing and  
total flows.
Number of different source IPs for incoming flows and destination IPs for outgoing flows.
Number of different source and destination ports for incoming and outgoing flows.
Entropy of source IPs for incoming flows and destination IPs for outgoing flows.
Entropy of source and destination ports for incoming and outgoing flows.
% of source and destination ports > 1024 for incoming and outgoing flows.
% of source and destination ports ≤ 1024 for incoming and outgoing flows.

5. Experimental Results

The rather complex 5G scenario imposes important constraints on the runtime 
consumed in evaluating the model. Therefore, the experiments are aimed at not only 
finding a deep learning model with sufficient classification accuracy, but also an 
architecture with a low evaluation runtime. In this section, the ASD module depicted 
in the Fig. 9 is analyzed from two different perspectives—its classification accuracy 
and its model evaluation runtime.
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In Section 3 the difficulty of dealing with the general concept of anomaly was 
discussed. Bearing this in mind, the scope of the proposed anomaly detection method 
needed to be constrained. It is well known that anomalies in communication networks 
are commonly related to malicious behavior of computers infected by malware 
forming botnets. This fact, together with the availability of recent public datasets with 
realistic labeled traffic, made us focus on botnets attack detection. Therefore, for this 
experimental section, a supervised method has been chosen, leaving to future work the 
discussion of an unsupervised approach.

5.1  The CTU Dataset
CTU [30] is a publicly available dataset, captured in the CTU University, Czech 
Republic, in 2011 and suitable to be used in this context. It tries to accomplish all the 
good requirements to be considered as a good dataset—it has real botnets attacks and 
not simulations, unknown traffic from a large network, ground-truth labels for training 
and evaluating as well as different types of botnets. The CTU dataset comprises  
13 scenarios with different numbers of infected computers and seven botnet families. 
The traffic of each scenario was captured in a pcap file that contained all the packets 
and was post-processed to extract other types of information. The number of packets 
and total size of the captured traffic and the bot present in each scenario can be seen 
in Table 2.

Although a detailed description of the different scenarios is available at [31], we 
briefly present some of them. Scenario 1 is based on the Neris botnet running for  
6.15 hours. This botnet used an HTTP-based C&C channel and tried to send SPAM. 
In the scenario 3, the Rbot botnet ran for several days and scanned large network 
ranges. The Murlo botnet was run in the scenario 8 for 19.5 hours and tried to connect 
to several remote C&C systems. The botnets in the rest of scenarios did other actions, 
like UDP and ICMP DDoS, scan web proxies or P2P connections.

Table 2: CTU botnet scenarios.

Dataset Packets Size Bot

Scenario 1 71 971 482 52 GB Neris

Scenario 2 71 851 300 60 GB Neris

Scenario 3 167 730 395 121 GB Rbot

Scenario 4 62 089 135 53 GB Rbot

Scenario 5 4 481 167 37.6 GB Virut

Scenario 6 38 764 357 30 GB Menti

Scenario 7 7 467 139 5.8 GB Sogou

Scenario 8 155 207 799 123 GB Murlo

Scenario 9 115 415 321 94 GB Neris

Scenario 10 90 389 782 73 GB Rbot

Scenario 11 6 337 202 5.2 GB Rbot

Scenario 12 13 212 268 8.3 GB NSIS.ay

Scenario 13 50 888 256 34 GB Virut
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5.2  Classification Performance
In our classification experiments that support our decision to use a simple deep learning 
model, we need a model to be tested. Any of the models mentioned in 4 could have 
been selected; however, we decided to use a DBN followed by a classification layer.

First, feature vectors are created from the CTU dataset by taking aggregated 
views of 30 and 60 seconds after receiving every network flow. In this way, if the last 
received network flow is anomalous, then the corresponding feature vector will be 
labeled as anomalous as well.

Unfortunately, this sort of dataset is highly unbalanced as the percentage of 
anomalous traffic is usually smaller in a real network. This makes the learning process 
more challenging because, in this case, neural networks tend to classify all traffic as 
normal and consider anomalies as noise, achieving an accuracy close to 100 per cent. 
In this case, we are using a weighted loss function to compensate for the different 
label frequencies. In addition, we use more appropriate metrics than accuracy: the pair 
(precision, recall), or more concisely the F1 score. The entries in the confusion matrix 
are denoted as:
True Positive (TP): This entry refers to the number of positive examples which are 
correctly predicted as positives.
True Negative (TN): It denotes the number of negative examples correctly classified 
as negatives.
False Positive (FP): This entry is defined as the number of negative examples 
incorrectly classified as positives.
False Negative (FN): It is the number of positive examples incorrectly assigned as 
negatives.
And the proposed error metrics are:
Precision: Indicates what per cent of positive predictions were correct.

 

TPPrecision
TP FP

=
+

Recall or sensitivity: Defines what per cent of positive cases a classifier predicted 
correctly.

 
TPRecall

TP FN
=

+

F1 score: Shows the trade-off between the precision and recall regarding the positive 
class.

 1 2 Precision RecallF score
Precision Recall

×
= ×

+

In our experiment, we use two different training/test partitions. The first partition 
is built from the whole dataset splitting it into training, validation and testing sets, 
while the second dataset is built using the same partition suggested by the authors of 
the CTU dataset [30]. The method they used divides the whole dataset in two subsets: 
training and testing. The division process considers the following restrictions: the 
training and cross-validation subset should be 80 per cent approximately of the whole 
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dataset; the testing subset should be 20 per cent of the whole dataset and none of the 
botnet families used in the training and cross-validation dataset should be used in the 
testing dataset.

Bearing all this in mind, we wanted to find a simple deep-learning model 
with sufficient classification performance. We restricted the search domain to 
three DBNs with up to six hidden layers and ReLu as activation function, an input 
vector of 288 features, batch normalization and a binary classifier as output layer 
(anomaly vs. normal). The activation function of the output was a sigmoid and 
cross-entropy was the cost function used. The hyperparameters of each of the given 
networks were: learning rate ∈ [0.001, 0.5], dropout ∈ [0, 0.4] and L2-regularization  
∈ [0, 0.2]. Hyperparameter tuning was carried out by means of 10-fold cross-validation 
and randomized search.

When trained and tested with all the botnets, the 128-64-32 model achieved the 
highest F1-score, with a precision of 0.9537 and a recall of 0.9954; that is, 95.37 per 
cent of the anomaly predictions were actually anomalies, and 99.54 per cent of the 
actual anomalies were correctly classified (Table 3). Regarding the models tested with 
unknown scenarios, the 16-8-4 model obtained the better generalization results in spite 
of its simplicity. The evaluation of the trained model reached a precision of 0.6861 and 
a recall of 0.7096 on an average. Approximately 71 per cent of the anomalous traffic 
was correctly detected, even though the model had never seen those botnets before. 
The global scores of each model evaluated on the unknown scenarios are presented in 
Table 4. In addition, a breakdown by unknown scenario of the scores obtained by the 
16-8-4 model is provided in Table 5.

Table 3: Classification results of the three selected deep models regarding known botnets.

Hidden Layers LR λL2 Precision Recall F1-score

16-8-4 0.01 0.00 0.8311 0.9947 0.9055

128-64-32 0.01 0.00 0.9537 0.9954 0.9741

128-128-64-64-32-32 0.1 0.01 0.9534 0.9904 0.9715

Table 4: Classification results of the three selected deep models regarding unknown botnets.

Hidden Layers LR λL2 Precision Recall F1-score

16-8-4 0.01 0.00 0.6861 0.7095 0.6976

128-64-32 0.01 0.01 0.6910 0.6775 0.6842

128-128-64-64-32-32 0.01 0.01 0.8693 0.4803 0.6187

Table 5: Breakdown of classification results by unknown scenario for the 16-8-4 model.

Test Set Precision Recall F1-score

Scenario 1 0.742 0.902 0.814

Scenario 2 0.631 0.544 0.584

Scenario 6 0.724 0.937 0.812

Scenario 8 0.410 0.756 0.531

Scenario 9 0.941 0.388 0.549



18 Machine Learning for Computer and Cyber Security

Although the precision obtained is not too high, it is expected that the second-
level detector in the NAD module substantially improves it. This module is in charge 
of detecting complex patterns in the temporal series of symptoms received from all 
the ASDs.

5.3  Execution Performance
There exist a variety of commercial deep-learning frameworks and libraries. To train 
the neural network proposed, the selected framework must support LSTM Recurrent 
Networks (the model used in NAD module) and DBNs, besides having multiple-GPU 
support. The selected deep-learning libraries to test our performance benchmark were: 
TensorFlow 1.4 [32], Caffe2 0.8.1 [33, 34], Theano 1.0.0rc1 [35], PyTorch 0.2.0˙4 
[36], MXNet 0.11.0 [37] and CNTK 2.2 [38]. All of them have been widely used in 
different kinds of R&D and commercial projects and in different scenarios. In addition, 
the selected frameworks are open-source projects and all of them except Theano are 
supported by prominent high-tech companies. Caffe2 and Pytorch are sponsored by 
Facebook; Tensorflow is supported by Google; CNTK, by Microsoft; and MxNet, by 
Amazon. Theano is considered one of the first deep-learning frameworks and it was 
developed by a research group of the University of Montreal.

A common feature of all the selected frameworks is to provide developers with 
a Python API, allowing to prototype quickly. Another relevant feature is that most of 
the frameworks also offer a C API that enables to compile to machine code ready for 
deployment in production. We use both Python and C API in the deployment of our 
experiments.

In these experiments, the performance of the above frameworks has been evaluated 
by using a DBN. We have included in the evaluation our own implementation on 
cuBLAS [39] as a baseline solution with minimal overhead. The DBN model keeps 
the same input and output size for each experiment (i.e., the input layer has the same 
size as the feature vector, and the output layer size is 2). Softmax is then used to 
estimate the likelihood of belonging to the normal or anomalous class.
The chosen architectures are:
 • One hidden full layer of 128 floats.
 • Three hidden full layers of 128, 64 and 32 floats.
 • Six hidden full layers of 128, 128, 64, 64, 32 and 32 floats.

The model can be evaluated on either the CPU or the GPU, and the batch of feature 
vectors is assumed to arrive at the system’s memory at maximum speed. Therefore, 
if the model is evaluated by the CPU, the batch is directly accessible. Conversely, if 
the model is evaluated by the GPU, it is necessary to transfer the batch to the GPU’s 
memory.

Several factors have to be taken into account in order to reach the best 
performance. The batch size has a great influence on the execution time, regardless 
of which processor is running the model. If the model is evaluated by the CPU, a 
big batch takes advantage of the Advanced Vector Extensions. However, above a 
certain batch size, there will probably be more cache/TLB misses and page faults, 
resulting in a worse throughput. Conversely, if the model is evaluated by the GPU, 
increasing the batch size can decrease the execution time as a greater percentage of 
the available processing units can be used simultaneously. However, in this latter case, 
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the time spent on transferring the batch to the GPU’s memory also increases. In this 
experimental work, we used only one GPU so that the batch size was limited by the 
GPU’s memory size.

We carried out the performance evaluation using a workstation with 32 GB of 
RAM, a six-core Intel i7-5930K at 3.5 GHz with hyper-threading running Linux, and 
one NVIDIA GeForce GTX 1080 with 8 GB RAM.

5.3.1 Determining the Optimum Batch Size and Framework

Although most of deep-learning frameworks are designed to work as a computation 
graph, we have decided to take a deep-learning framework as a black box and 
determine the more suitable framework by using a benchmark executed during the 
installation procedure of our software on each RAN. This benchmark runs several 
tests to find out the best batch size for a given framework. Performance is measured 
for all the feasible combinations of the tuple (model, framework, vector size, batch 
size). Here, vector size is the number of components of the feature vector; batch size 
is the number of feature vectors in the batch; model is the trained deep learning model; 
and framework is the deep learning framework used to train and evaluate the model. 
These models and frameworks have been described above.

For the shake of clarity, Fig. 10 only shows the resulting performance for the six 
hidden-layer neural network running on the GPU. The performances of the one and 
three hidden-layer neural networks have no significant behavior change except scale. 
The figure shows that the speedup, as a function of the vector size when the batch size 
is fixed, is not linear. There might be several reasons for this fact—memory transfer 
time, computing time, number of GPU threads or CUDA’s grid and block dimensions, 
among others. However, our goal is not to provide an insightful description of this 
behavior but tuning our software to maximize its performance. Specifically, Fig. 10 
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presents the marks obtained by every framework for an input vector of 128 and 256 
features, and a variety of batch sizes.

As seen in Fig. 10, the best performance for all vectors and batches sizes is our 
own implementation using cuBLAS, followed closely by Caffe2. Given that all the 
analyzed frameworks use cuBLAS for matrix operation, our ad hoc implementation 
of the models can be considered as an upper bound of the achievable throughput. Our 
version does not suffer from the overhead imposed by the abstraction layers that the 
frameworks need in order to provide flexibility and extended functionality.

Examining the behavior of each framework, cuBLAS’s best marks are 0.8 and 
0.46 million feature vectors per second for 128 and 256 vector size, respectively. It is 
followed closely by Caffe2, with a small performance difference that becomes even 
smaller when batch size is increased. In contrast, MxNet and Theano obtain the worst 
marks; Theano achieves its best result (0.15 million feature vectors per second) with 
a batch size of 217 and a vector size of 128; while MxNet obtains 0.21 million feature 
vectors per second as its best marks for a batch size of 215 and a vector size of 128. 
It should be noticed that Theano is a special case because the performance remains 
almost unchanged for all batch sizes with the vector size fixed.

Although the number of features can be potentially unlimited, we set the feature 
vector to 256 elements. This number was chosen because it is a representative value 
considering the previous ASD classification performance (see Section 4.2). With this 
input vector size and running the models on our workstation, the best batch sizes in the 
three DBN architectures are shown in Table 6.

The cuBLAS implementation can be considered as the maximum throughput 
achievable by using the frameworks. However, fixing the vector size to 256 and 
taking into account only commercial frameworks, the best performance is offered by 
Caffe2 for all batch sizes. For one-layer architecture and a batch size of 217 it reaches  
5.1 million feature vectors per second, while the second best option is CNTK offering 
3.8 million feature vectors per second. On the other hand, MxNet and Theano 
compete for the worst position in the ranking, providing poor results in almost 
every configuration when compared with Caffe2 and PyTorch. Particularly, in this 
configuration MxNet reaches its best mark of 1.54 million feature vectors per second 
for the batch size 213. Theano obtains 1.64 million feature vectors per second for a 
batch size of 217.

We should bear in mind that these results have been obtained by running the 
benchmark on the specific workstation described above. Therefore, the marks could 

Table 6: Optimum batch size.

Framework One Hidden Layer Three Hidden Layers Six Hidden Layers

TensorFlow 215 217 215

Caffe2 217 217 217

Theano 217 217 217

PyTorch 211 217 217

MxNet 215 213 213

CNTK 217 217 217

cuBLAS 217 217 217
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be rather different with other existing hardware configurations, where the virtualized 
computational resources available in each RAN can result in a different optimal 
combination of deep-learning framework and batch size. This makes it crucial to 
run the benchmark suite on each RAN at installation stage and determine the best 
framework that suits each particular RAN in the 5G network. It should also be noted 
that, although Caffe2 running on a GPU provides the best performance, it could not be 
the most suitable option. As a case in point, a system with low traffic can decide not to 
use a GPU due to power consumption policy. In this case, TensorFlow on a CPU would 
be the best option. Additionally, other system configurations could be considered, 
such as frameworks using more than one GPU. In any case, our architecture allows 
self-adaptation to every hardware context.

5.3.2 CPU vs GPU Performance

GPUs have become an essential tool for machine-learning computation, because deep-
learning models are actually well suited to be executed on them. The more complex 
and independent the computations are, the more impressive the performance gain 
usually is.

In our particular case, the time spent in transferring the batch from main memory 
to the GPU cannot be disregarded when compared with the computing time. If the 
batch is small, the number of memory transfers increases, limiting the throughput. 
Conversely if the batch is large, the memory becomes the most common limitation. 
Figure 11 illustrates how some of the frameworks improve as the batch size increases. 
In contrast, some others even get worse in the same case. GPU shows for every 

Fig. 11: Comparison between GPU (Top) and CPU (Bottom) performance with a vector of 256 
features for one hidden layer architecture.
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framework a significant performance improvement compared to CPU. It is important 
to note that cuBLAS is a library running on GPU, so the CPU benchmark does not 
include it.

It is worth mentioning that TensorFlow running on CPU gets a better mark than 
some frameworks running on GPU. In particular, for one hidden layer architecture 
with 213 and 215 batch sizes, TensorFlow behaves better than MxNet and similar to 
Theano. In contrast, Caffe2, which gets the best mark on GPU, obtains the worst 
mark on CPU. In general, all the frameworks running on CPU show a performance 
lower than 1 million feature vectors per second, with the TensorFlow exception, which 
reaches up to 1.3 million feature vectors per second in the one-layer architecture.

5.4  Discussion
In order to contextualize the experimental results, let us consider a real 5G-scenario 
of a city with a 5 RAN and 50 eNBs per RAN (elements of the LTE Radio Access 
Network for connectivity purpose) and 10 millions of habitants with 1 UE each of 
them. Let us assume that each RAN handles 2 millions inhabitants and each connected 
UE is generating 10 flows per second on an average and that there is a perfect balancing 
of 40000 UEs per eNB. In this configuration, each eNB will manage 400000 flows per 
second. If we assume an ASD per eNB and an offset of one flow will result in having 
400000 feature vectors per second sending to each ASD. According to the experiment 
results, this load can be managed on CPU by TensorFlow using any batch size or 
MxNet using 211 or 213 batch size. Similarly, if we assume that there are five eNBs 
sending data to the ASD, instead of only one, we obtain 2 million feature vectors 
per second. In this case, the system should select a framework running on GPU as 
any framework running on CPU can handle the traffic load. The suitable frameworks 
are: PyTorch, CNTK, Caffe2 and the implementation based on cuBLAS as shown in  
Fig. 11.

The worst scenario would be when 13 or more eNBs are simultaneously sending 
data to the ASD. In this situation, a framework change wouldn’t be enough even if the 
GPU is used. As a solution, two mechanisms are suggested: (a) to deploy dynamically 
more computational resources through new virtualized components as VNFs (for 
example, using an additional available GPU); and (b) to adapt the flow aggregation 
frequency in order to reduce the rate of collected feature vectors. This can be made by 
increasing the offset value.

These realistic scenarios illustrate the capacity of the system to adapt to the traffic 
circumstances. When the traffic load is low, that is, few UEs are connected to the 
eNBs and sending data simultaneously, the system can select a framework with a CPU 
performance sufficient to handle the traffic. When the traffic increases for any reason 
(for example, the course of an event, such as a football match or a music festival) and 
more UEs are connected and send data simultaneously in a short period of time, the 
system can switch to another framework that offers best performance. Conversely, if 
there is no suitable framework, the system can decide to use the GPU, either keeping 
the same framework or substituting it with another more suitable. Finally, when the 
traffic load is too high and no framework can handle it, the system can deploy more 
virtualized resources, if available.

It should be noted that the system behavior strongly depends on the available 
hardware in the RAN. Therefore, the marks obtained by each framework could be 
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totally different with other hardware configuration. This makes it crucial to run the 
benchmark suite on each RAN at installation phase in order to measure the performance 
of each framework with a wide range of batch sizes.

6. Conclusion

A system for anomaly detection in the context of a 5G mobile-network architecture 
has been proposed. This proposal is based on a novel two-level deep machine-learning 
model where the first level is a supervised or semi-supervised learning method 
implementing a DBN or a SAE running on every RAN as quickly as possible. This 
sacrifices some accuracy due to the amount of network traffic that a RAN handles. 
Its task is to detect symptoms, that is, local anomalous traffic conditions happening 
during a configurable short time period. All the collected symptoms are sent to the 
NAD component, where they are assembled and used as input for a LSTM Recurrent 
Network, trained in a supervised way to recognize temporal patterns of cyber attacks.

A number of experiments were also conducted to realize a comprehensive 
comparative performance evaluation of deep-learning frameworks. The aim was to 
determine the best suited one for reaching the highest processing performance. The 
experimental results showed that each system in the 5G network were able to use 
one framework or another depending on, for example, the availability of physical 
resources (GPU or CPU) in a given RAN or the network flow reception rate.

As future work, several aspects can be considered. First, it is necessary to train 
the ASD and NAD module using real traffic from a 5G network and test the anomaly 
detection accuracy, taking the system as a whole. Second, another important issue is 
the efficiency of the feature vector creation which is carried out in the flow collector 
from a window of network flows. Some of the statistical features cannot be computed 
incrementally as the new flows arrive, making their calculation computationally 
expensive. Therefore, we need to develop an efficient implementation that enables 
us to generate the feature vector in real time. Finally, a last issue is the integration of 
our anomaly detection method based on deep-learning techniques, with deep packet 
inspection (DPI) tools, such as Snort. When the system detects an anomaly, the network 
flows involved should be stored in an efficient way, e.g., using an high-performance 
database. The DPI tool can then analyze them to determine more precisely the type 
of anomaly.
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Machine Learning for phishing 
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1. Introduction

Phishing e-mails refer to fraudulent e-mails sent with the aim of deceiving people and 
tricking them into revealing confidential information, such as passwords, usernames 
and credit card information. Such information may be related to bank accounts. That 
is done to obtain an illegal financial gain. Sending such e-mails is criminal. Phishing 
attacks include unknown ‘zero-day’ phishing attack.1 Such attacks can cause severe 
losses. Although there are many defense mechanisms used for fighting against 
‘zero-day’ phishing attacks, phishers are developing methods for getting past these 
mechanisms.

The present study aims at identifying and discussing machine-learning approaches 
for fighting against and detecting phishing e-mails. These approaches are used for 
filtering the phishing attacks. Researchers too have carried out assessment of several 
phishing e-mails filtering methods besides comparing them. Such a comparison was 
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conducted in terms of advantages and limitations. Thus, the present study aims to 
deepen one’s understanding of matters related to phishing attacks besides creating 
awareness about the methods used for fighting against and filtering phishing e-mails.

2. Background and Overview of Phishing E-mails

Through this section, the researchers identified the types, life cycle and analyses of 
phishing attacks. They also identified the several options available to detect such 
e-mails. It is necessary to shed light on e-mail-related problems because e-mails are 
used by all governments, organizations, people and sectors for several goals. For 
instance, they may be used for sharing, distributing and organizing data [1–3]. Due to 
the significance of using e-mails, it is necessary to shed light on phishing e-mails and 
the approaches used for fighting against them. 

Phishing e-mails refer to e-mail scams that represent part of a fraud scheme. 
Phishers usually disguise as a trustworthy entity (e.g., bank officer) and through 
e-mails, ask the targeted victims to open an embedded link that distributes malware. It 
should be noted that this problem is becoming more serious day by day. For instance, 
Gartner [4] suggests that 3.6 million users in USA lose money each year due to 
phishing e-mails. He also suggests that this problem leads to losing 3.2 billion US 
dollars per year in USA alone, In 2006, 2.3 million people fell victim to phishing 
e-mails and in 2007, the number rose to 6 million people.

According to e-Crime Trends Report [1], phishing attacks are increasing each 
year by a percentage of 12 per cent. Such an increase leads to increase in the losses 
incurred by companies and buyers. These e-mails also have a negative impact on 
electronic commerce because customers will no longer consider companies and on-
line commerce websites trustworthy. Today, unknown ‘zero-day’ phishing e-mails are 
considered one of the biggest threats facing the world of business. This is because 
they are launched by unknown attackers by bypassing security defenses. These attacks 
occur by exploiting the vulnerability existing in the targeted system [2–5]. 

Phishing e-mails pose a serious problem. Thus, programmers have been developing 
several solutions to detect such e-mails, whiel phishers have been developing various 
methods to overcome such approaches and exploit the vulnerabilities of the targeted 
system [6]. Solutions so far have not proven to be effective [7]. Such solutions 
include communication-oriented approaches, such as authentication protocols. 
Such solutions also include content-based filtering approaches that sometimes rely 
on a computing (AI) technique [12]. Current algorithms discover phishing 
e-mails supported-fastened options and rules, whereas a number of machine-learning 
algorithms square measure to figure in online mode [8]. 

Through an online mode, data arrives one at a time. Upon the arrival of each 
datum, local learning is performed, while in offline mode, all the data set is available 
for global learning [8, 9]. Online mode is designed to work with internet connectivity. 
The error level in the classification process increases over time, particularly while 
addressing unknown zero-day phishing e-mails [10].

2.1 Phishing Attacks
Phishing attacks may be considered as a type of spam that employs two techniques— 
one is the deceptive phishing technique and the other is the malware-based phishing 
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technique. Phishing e-mails refer to e-mail scams that represent part of a fraud scheme 
[11]. By using the deceptive technique, the phisher usually disguises as a trustworthy 
entity or person (e.g., bank officer) and through e-mail ask the targeted victim to open 
an embedded link. Through the link, the phisher seeks redirecting of the targeted 
victim to a fake website, in which the phisher asks the victim to provide confidential 
information related to bank account or credit card. This enables the phisher to obtain 
financial gain illegally. 

Through use if the malware-based phishing technique, the phisher usually disguises 
as a trustworthy entity or person (e.g., bank officer) and through e-mail, asks the 
targeted victim to open an embedded link that distributes malware or deems a malicious 
code. Through such malware or code, the phisher can control the victim’s system and 
obtain the confidential data directly. That is done by exploiting a vulnerability existing 
in the targeted system. Sometimes, the phisher tries to misdirect the user to a fake or 
legitimate website monitored by proxies [16]. Through this present study, researchers 
focus on deceptive phishing because it is one of the common phishing technique.  
Figure 1 presents the forms of phishing attacks [17]. 

2.2 Life Cycle of Phishing E-mails 
The stages that represent the life cycle of phishing e-mails are presented in Fig. 2. 
By identifying such stages, one can understand the way the phishing attack occurs. 
It becomes clear that the phishing attack starts with someone sending the fraudulent 
e-mail that includes a link. This stage is similar to the fishing process because the 
criminal during this stage, sends e-mails to many people, hoping to find a vulnerable 
victim, who may visit the attached link. It should be noted that phishing e-mails 
usually look like a legitimate e-mail. A criminal disguises as a bank officer or corporate 
employee and usually provides the name and address of a legitimate company/bank. 
As for the attached link, it appears to be legitimate. All this is provided by phishers to 
trick people into taking the bite (i.e., opening the link) [12].

At the beginning, phishers used to disguise as representatives of legitimate well-
known websites. On March 9, 2004, a phishing attack was reported. The phisher 
disguised as a representative of e-bay website. The e-mail of the phisher is presented 
in Fig. 3 [18]. The phisher claimed that the e-mail receiver had provided invalid 
information. The e-mail receiver was asked to update his information. 

The phisher provided a link in the e-mail which facilitated access to a fake 
webpage appearing to be for e-Bay. This fake webpage asked the user to provide 
contact information, information about his social security and MasterCard. He was 
also asked to provide e-Bay username and countersign. 

Fig. 1: Types of phishing attacks.



  Machine Learning for Phishing Detection and Mitigation 29

The e-mail appeared to be a legitimate e-mail sent by e-Bay and was represented 
through the e-mail of the sender (S-Harbor@eBay.com). The website appeared 
legitimate. For instance, the web address includes (http). The user found that the 
IP address of the fake webpage was 210.93.131.250 and belonged to the Republic 
of Korea. Thus, there was no relationship between this fake website and the actual 
website of e-Bay. Figure 4 presents a screenshot of this fake webpage [18]. However, 
there are different methods used for classifying e-mails into legitimate and phishing 
which enable the users to detect phishing e-mails. The researchers identified these 
methods as given below.

Fig. 2: Life cycle of phishing e-mail.

phisher

Victim user Victim user

Victim userVictim userVictim web Server

Sends out phishing e-mail

Victim clicks a phishing URL

Phishing web site is viewed

Victim submits information

Compromise a host and installs a phish 
web site and mass-mailer

Fig. 4: Screenshot of the e-bay fake web page [13].

Actual IP Address: 
69.162.70.169

Choose a way to pay 
PayPal security processes Payments for TBD

P Can’t log in?- Paypal x
PayPal,Inc.[US] https://www.PayPal.com/au/cgi-bin/webscr?cmd=_Flow &si

Fig. 3: An example of a phishing e-mail (the concerned phisher was disguised as a representative of 
e-bay website) [13].

From: PayPal[services@paypal-australia.com.au

To:

CC:
Subject: Your account has been limited
paypal
How to restore your PayPal account

Dear paypal member,

To restore your payPal account, you’ll need login your account 

http:169.162.70.169//ppau 
Click to follow link

It’s easy

1. click
2. confirme  , and then follow the instructions.
Log in your account now

1. Fake sender domain  
(not service @paypal.com.au)

2. suspicious subject and  
contents

3. bad grammer

4. hovering over link reveals 
suspicious URL

This might be a phishing message and is potentially unsafe

mailto:S-Harbor@eBay.com
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2.3  Phishing E-mail Classification Methods (i.e., Methods for Filtering 
E-mails)2 

Filtering e-mails is a process through which e-mail messages are classified 
automatically into legitimate and phishing ones. This process is carried out by a 
phishing e-mail filter through which e-mail messages are analyzed and classified. 
E-mail messages may be processed separately which entails checking each e-mail 
to detect the presence of any distinct word. E-mail messages could also be filtered 
through a learning-based filter. This filter aims to analyze a set of labelled coaching 
information (pre-collected messages with upright judgments) [19]. The associate 
degree e-mails consist of 2 parts; the body and the header. E-mail headers include 
several fields (e.g., from, subject, to, etc.); in associate degree e-mails, the header lines 
are followed by the body. The header lines provide the routing data of the message 
explicitly besides supplying information about the subject, recipient and sender. As 
for the body, it provides the content of the intended message. Figure 5 presents the 
structure of the e-mail messages. As for Fig. 6, it presents an example of the structure 
of e-mail messages and are suggested for purposes related to feature extraction and 
selection [12].

2 Methods for classifying e-mail messages into legitimate and phishing ones. Such methods enable the 
users to detect phishing e-mails.

Fig. 5: Taxonomy of e-mail message structure [14].

Email Message

Headerwhole Email  
message

Body

graphical  
elements

selected fields
as an unstructured 

set of words

as an unstructured 
set of words

as an  
unstructured  
set of words

general  
characteristics 
(such as size) as a text in a  

natural language

Fig. 6: An example of the structure of e-mail messages (suggested for purposes related to feature 
extraction and selection) [14].

Unstructured set of 
words: header

Unstructured set of 
words: all

Unstructured set 
of words: body

Graphical elements

Dear Jone ! 
I would like to  

congratulate you with

Dear jone  
I would like to  

congratulate you with …

Body as a text in a 
natural language

Size = 3.550 bytes 
Number of attachments=1 

…

Selected fields of  
the header

IP1= [XXX.XXX.XXX.XXX] 
IP2= [YYY.YYY.YYY.YYY] 
 …

General characteristics

From,sarah.example.com  
to 

jone.org,received

From,sarah.example.com 
to,jone.org,received… 

Dear,I,would,like,…

Dear,jone,I,would, 
like,to,congratulate,  

…

From:<sarah@example.com> 
To:<jone@example.org> 
Received from[xxx.xxx.xxx.xxx]by… 
Received from[yyy.yyy.yyy.yyy]by…



  Machine Learning for Phishing Detection and Mitigation 31

In order to identify the steps of the pre-processing phase, the e-mail format must be 
identified. In addition, understanding the e-mail filtering techniques requires having an 
operating data about the e-mail format and structure. The structure of e-mail is defined 
in RFC 5322 [19]. Like ancient communicating mail, there is an associate degree 
envelope. However, users usually do not see the envelope because the e-mail systems 
throw away the envelope before delivering the e-mail message to the user. Figure 7 
presents an example of an e-mail envelope. As for Fig. 8, it presents an example of an 
e-mail source code. Extra envelope recipients are defined with extra RCPT.

HELO: The client sends HELO command to the SMTP server for identifying it and 
initiating the SMTP conversation.

From the above source code, the system shall extract 21 binary features. The 
e-mail message usually consists of two major elements—the body and the header. The 
body contains the message text and any additional attachment. Figure 8 presents an 
example of the associate degree of an e-mail. This is presented along with the body 
and the header. As for the e-mail source code, it consists of the following:
 1. Delivered-To: It refers to the e-mail address that the message shall be delivered to.
 2. Received: It refers to a list that includes all the servers through which the e-mail 

message travels through in order to reach the targeted e-mail address. 
 3. Return-Path: The e-mail address where non-delivery receipts are to be sent.
 4. Received-SPF: Sender Policy Framework (SPF) domain authenticates the results. 
 5. Message-ID: It is a unique identifier of electronic messages. 
 6. The Content: Type of header which aims to specify the nature of the data. 
 7. X-originating-IP: It is a de facto standard used for identifying the originating IP 

address of a client connecting to a mail service’s HTTP frontend. 

Fig. 7: An example of an e-mail envelope.

Fig. 8: An example of e-mail source code.

EHLO col0-omc4-sl7 . colO . hotmail.com 
MAIL From: <rohanamin@live . com> SIZE=26103 BODY=8BITMIME 
RCPT To :<rohan@rohanamin . com> 

C 9 http5//mail.google.com/mail/u/O/?ui=2&ik=316e<:d09la&view=om&th=l3828feabff4abf8 

O.,livH~d-To : johndoe~lsu.edu 

R~c~iv~d : by 10 . 6'1 . 50 . 103 with SMTP id b7c~p9201i~o ; 

Tu~, 26 Jun 2012 06 : 32 : 55 - 0700 (PDT) 

R~c~iv~d : by 10 . 236 . 9 . 68 with SHTP id Hmrl7552365yh.~ . 98 . 13i 07175750 i 2 ; 
Tu~, 26 Jun 2012 06 : 32 : 55 - 0700 (PDT) 

RHurn- P,th. : <Surv~y . Aclmini~tutor@~yndic~ . cam> 
R~c~iv~d : tr<Jm amx . cb~yand . cam (amx . cb~yond . cam . [50 . 20 . 30 . 10]) 

by mx . qooql~ . com with ~SHTPS id t12~i6i892i 5 ,nh . 190 . 2012 . 06 . 26 . 06 . 32 . 5 i 

(v~r~ion-TLSvl/SSLv3 ciplt~~I!ER) ; 

Tu~, 26 Jun 2012 06 : 32.: 55 - 0700 (PDT) 

R~c~iv~d-SPF : n~utul (qooql~ . com : 50 . 20 . 30 . 10 1~ n~itltH p~rmitt~d nor d~ni~d by b~~t qu~~~ r~cor<! tor dom.oin a t Surv~y . Admini~tutor@~yndic~ . cam) cli~nt -ip-50 . 20 . 30 . 10 ; 

Auth.~nticatian-R~~~~lt~ : mx . qoaql~ . cam; ~pt-n~utrd (qoaql~ . cam 50 . 20 . 30 . 10 i~ n~ith.H p~rmitt~d nor d~ni~d by b~~t qu~~~ r~cor<! tor da.,..in a t Surv~y . Admini~trnor@~yndic~ . cam) 

~mtp . ""'i.l -Surv~y . Admini~tutor@~yndic~ . cam 

~=::~n::~~:~~::Y ~!:~:Y:::.-~~t Policy Stu: LAY ~ppli~d 
X-lr<>nPort -Anti-Spam-HltH~d : tru~ 

X-lr<>nPort -Anti-Spam-R~~ult : Auq~AJ~56U9FD/3mUmd~b2JhbABFBqiCNzKl:bA6t~wKBLBqBJ!:qCFCM2JRiQIQIIBD~SGqqLCBU!:h.SqlqiMXC5cph.k6Lda8jBIVMhWuBVRxzBAIGq~QDi~\ISYibJ.qwNX 

X- lr<>nPort - AV : ~ -Saph.a~ ; i - " i . 77, -1 77,1336363200" ; 

d-"~c~n'208,217" ; a - " i56386581" 

IR~c~iv~d : itr<>m unknown (I!ELO Syndic~-HT) ( [69 . 15 . 253 . 230[) 

!g1j~g~;g~~l~g~g~;~~~~"i~:;;:~:;;;.~~·· · ··= 
Subj~ct : 2012 Nationd Tuv~l Surv~y 

Dat~ : Tu~, 26 Jun 2012 08 : 30 : -1 2 - 0500 
MIMf: -V~r,ian : 1 . 0 

Cont~nt-Typ~ : multip~rt/dtHnativ~ ; 

bounduy- " ----- SPLITOROOA_ 001_ 3005i68i D" 
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 8. From: It consists of an e-mail address and a phrase which identify who the sender is.
 9. To: It consists of an e-mail address and a phrase. They are determined by the 

sender and identify who the receiver is. 
 10. Subject: It is the message topic, specified by the sender.
 11. Date: It is determined by the e-mail program of the sender and includes 

the time zone of the sender’s system. 
 12. Content-Disposition: It includes data related to the attachment.

2.4  Features of Learning-based Methods for Spam Filtering
One of the methods used by phishers is represented in searching for victims and 
directing them to a fake websites. Through such websites, victims are asked to reveal 
their confidential information. However, there are learning-based methods for spam 
filtering and are characterized with several features. These features are classified into 
three types—latent topic model features, basic features and dynamic Markov chain 
features [12]. 

2.4.1 Basic Features

The basic features are directly extracted from the associate degree e-mail and 
are  classified into the following:

 * Structural features are extracted from associate degree hypertext markup language 
tree that explains the structure of e-mail body, like the MIME commonplace 
that explains the message format variety. These features embody distinct and 
composite body components with a quantity of other body components.

 * Link features represent totally different options of universal resource locator links 
embedded in associate degree e-mail, like the quantity of links with information 
processing, variety of deceptive links (URL visible to the user), variety of links 
behind a picture, variety of dots in a link and so on.

 * Component features represent the kind of internet technology employed in 
associate degree e-mail, like hypertext markup language, scripting, explicit 
JavaScript and alternative forms.

 * Spam filter feature in general has two Boolean values (0, 1). Most researchers use 
the Spam Assassin (SA) tool [21], that has over 50 options to work out, whether 
or not associate degree e-mail is assessed as spam or not. By default, a message 
is taken into account as spam if it scores over 5.0 [22].

 * Word list features an inventory of words perhaps characterizing a phishing 
e-mail, which might be classified by Boolean features irrespective of the words 
occurring within the e-mail or not. Word stems like, account, update, confirm, 
verify, secure, log, click and then on [12].

2.4.2 Latent Topic Model Features

These features are imperceptible ‘latent’ ones and employ clusters of words that 
square measure in e-mail. The options expect that in a phishing e-mail, the words 
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‘click’ and ‘account’ are usually seen. In addition, in traditional money e-mails, the 
words ‘market’, ‘prices’ and ‘plan’ are seen [12, 23, 24].

2.4.3 Dynamic Markov Chain Features

Here text-based features are employed and support the bag-of-words, that models 
the ‘language’ of every category of messages, thereby capturing the likelihood of 
e-mails belonging to a particular category. These e-mails are generated as the 
basis for knowledge analysis. For a replacement message, these options calculate 
its chance to belong to various categories (e.g., phishing or ham e-mail class) 
[12, 25, 26].

2.5  Supervised Learning Methods vs Unsupervised Ones
In machine-learning algorithms, each instance of a dataset is identified by using the  
same set of features, which could be continuous, binary or categorical. If the 
instances are labelled (i.e., corresponding correct outputs), then the learning scheme 
is known as ‘supervised’. A supervised learning formula analyzes the coaching 
knowledge and produces an inferred operate, referred to as a classifier. The 
inferred operate ought to predict the right output price for any valid input object. Thus,  
the learning formula should generalize from the coaching knowledge to the unseen  
things. Such types of algorithms may include the NN(MLP) and SVM algorithms [15].

As for unsupervised learning, it is represented in the problem of finding structures 
hidden behind unlabeled data because the examples provided to the learner are not 
labelled. There is no reward signal nor error available for evaluating a potential 
solution. Lack of such signal distinguishes supervised learning from unsupervised 
learning  and general learning, for example, clustering techniques, such as the K-means 
clustering algorithm and ECM algorithms [15].

Hybrid (supervised/unsupervised) learning models combine the principles and 
elements of both supervised and unsupervised learning methods [16].

3. Approaches for Fighting Against Phishing E-mail Attacks

Several approaches were developed for fighting attacks. Five areas of defense were 
classified according to their position in the attack flow (Fig. 9) [7]. Researchers of  
the present study proposed PDENFF, which is a server-side filter and a classifier 
(number 5). There are other elements in the data flow, such as Simple Mail Transfer 
Protocol (SMTP) and IMAP server’s protocols that are considered web standards 
for e-mail transmission across web protocol (IP). These protection approaches are 
developed for countering phishing attacks.

3.1  Network Level Protection
This is enforced to prevent the spread of science IP addresses or domains from entering 
the network, thus enabling websites’ administrators to dam messages sent by those 
systems. Such messages are usually spams or phishing e-mails. Domain name system 
blacklists [17], which are employed by a web service supplier (ISPs), are updated and 
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generated by identifying the traffic behavior. The nature of this approach is reactive. 
A phisher shall overcome this protection technique by controlling legitimate users’ 
computer or unendingly dynamical science addresses [18] is open supply package 
extensively utilized at the network level. The rules existing in Snort are updated 
perpetually to maintain protection. A researcher conducted [19] a comparison in 
terms of performance between four classification algorithms. This comparison was 
conducted to explore and examine DNS-poisoning-based phishing attacks through 
collecting the routing data throughout a week. They discovered that a ‘k-nearest 
neighbor’ formula showed the best performance in comparison to the other examined 
classification methods. It showed a false positive rate (0.7) per cent and a real positive 
rate (99.4) per cent. 

3.2  Authentication
Authentication-based approaches are used for filtering phishing e-mail and are 
designed to identify whether the received e-mail message is sent by a legitimate path or 
not as it conveys that the name is not being spoofed by a phisher. The latter approaches 
increase the protection of the communication conducted through e-mails. User-level 
authentication is used secretly as credentials. However, secret authentication can 
be broken, as proven by the increasing number of phishing attacks. Domain-level 
authentication is enforced on the supplier (e.g., from a mail server to another mail 
server). Microsoft has proposed a replacement technology called Sender ID [20]. It is 
used for domain-level authentication (Fig. 10). An identical technology called Domain 
Keyis was developed by Yahoo [21]. However, in order to have an effective domain- 
level authentication, the suppliers (the sender and the receiver) must use identical 
technology [11]. 

There are other techniques enforced in e-mail authentication by causing the hash  
(a code calculated to support content of message) of the secret with the name 
exploitation digital signature and secret hashing. Establishments would establish a 
policy whereby all high-value e-mail communications with customers are digitally 
signed with a certified non-public key. When receiving the e-mail, the recipient shall 
verify the legitimacy of the e-mail. It is not likely to have a phisher, producing a 

Fig. 9: Approaches developed for protecting users from any phishing attack.
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legitimate signature on a dishonest e-mail. PGP and S/MIME are samples of 
digital-signature technologies. Many authors counseled use of key distribution and 
digital signature to detect phishing e-mail, but most users today do not use e-mail 
authentication [11]. 

Some banks (e.g., Bank of Austria) use user-dealing authentication numbers 
(TANs) to detect phishing e-mails. These numbers are distributed to the user through 
an (SMS) message [22], though this approach reduces the risk of being attacked by 
phishers. This approach continues to be subject to man-in-the-middle attacks. The 
mobile TAN requires cost, time and substantial infrastructure. Thus, TAN is not 
considered acceptable for evaluating the risk associated with communication.

To overcome the authentication filter, a phisher shall send a suggestion to 
a computer program (e.g., Froogle) with a lower cost. This suggestion shall direct a 
stream of holiday-makers to his website. The computer [23] program cannot manage 
such transfers or payment transactions. Thus, a replacement approach for filtering the 
content of websites and e-mail messages is required. 

3.3  Client-side Tools
The tools that treat the shopper aspect embody user profile filters and browser-based 
toolbars. SpoofGuard [24], NetCraft [25] (Fig. 11), eBay toolbar [26], Calling ID [27], 
Cloud Mark [28] and phishing filter [29] are a number of the shopper aspect tools. 
They examine phishing and attacking by sleuth phishing ‘Web browsers’ directly. 
Alternative techniques additionally propose solutions in shopper aspect tools that 
embody domain checks, algorithms, URL examination, page content and community 
input. These tools, that are designed and trained exploit typical prototypes of phishing 
web site URLs, warn the user with a window. Figure 11 presents NetCraft, a shopper 
aspect tool [25].

Figure 11 shows data related to accessed websites. They assist USA in 
assessing dishonest URLs (e.g., the $64000 Citibank or Barclays sites). It is unlikely 
for these websites to be hosted within the former Soviet Union. Usually, these 
tools depend on white-listing and black-listing, which is a technique for fighting 
against phishing attacks by checking internet addresses embedded in e-mails. It can be 
done by checking the websites. Inside the Mozilla Firefox browser, every website is 
tested and examined to provide protection against a blacklist of well-known phishing 
websites [30].

Through the black-listing method, the user machine downloads a list of the 
detected phishing websites. This list is updated regularly. In general, websites receive 
a ‘blacklist’ classification, which is provided by a user or a search engine, for instance, 
Google analyzes and examines websites to identify the risk associated with it.

Fig. 10: Microsoft’s sender ID integration into a typical anti-phishing solution [20].
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Similarly, users will flag the domains they understand as being threats. They 
shall report them to Google or sites, e.g., Stop Badware and CyberTopCops 
[31]. The common threat time of a phishing website is three days. However, this 
method requires time for a replacement phishing web site to be reportable.

Phishing e-mails are hosted by numerous servers on Botnets which publish 
the phishing attacks [32–34]. Blacklisting can manufacture false negatives and 
miss some phishing e-mails. Thus, it is not significantly effective. Blacklists are 
ineffective in protecting a system against a ‘fresh’ phishing e-mail because most of 
them block around 20 per cent of phish at hour zero [35].

Black-listing and white-listing techniques (Table 1) are very weak to keep up with 
technology-related changes (like IPV4 versus IPV6, tiny URLs, etc.) [11]. Moreover, 
most users do not give attention to the warning dialogs owing to higher than mentioned 
weaknesses. These techniques do not appear to be a good choice for detecting ‘zero 
day’ attack [36].

Table 1: Comparison between the coaching methods connected with awareness and education. 

Approach Strength Weakness Used in

White-listing Accept legitimate email only high false positive IE, Mozilla  Firefox  
browsers [37, 38]

Black-listing smart with well-known 
phishing sites

high false negatives IE, Mozilla  Firefox  
browsers [37, 38]

3.4  User Education
Supported social response approaches depend on the extent of awareness and 
education of the launcher of the phishing attacks [39–43]. There are three primary 
approaches in user education techniques as mentioned below:
The first approach offers online information about the risks associated with phishing 
attacks. It also provides information about the methods used to stay away from such 
kinds of attacks. These materials square measure printed by governments, non-profit 
organizations from commercialism platforms, such as eBay, Amazon and Bank of 
America to money enterprise as seen in Fig. 12.
The second approach refers to on-line coaching and testing and scores user ability to 
see the phishing websites and emails like ‘Phil Game’ [44]. A well-known plan from 

Fig. 11: NetCraft—a client side tool [25].
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Kumaraguru [58] was developed. It embodies coaching styles to enable users to 
detect phishing e-mails. Through such coaching, users receive a notice informing them 
about the existence of a phishing e-mail. The primary coaching system shall provide 
a warning about threatening texts or graphics. The second coaching uses a comic-
book strip format for transmitting similar information. The authors projected conjointly 
a game-based approach for coaching users on a way to pay attention to phishing 
websites and e-mails. They examined this method on a gaggle of users of different age 
categories and found that this method facilitates the extent of data concerning phishing 
attacks. 

3.5  Serverside Filters and Classifiers
Supported content-based filtering approaches are based on content. This is 
because the best choice is represented in fighting ‘zero day’ attacks. Therefore, 
most researchers aim to fight against such attacks [5]. This method depends 
on associate extracted group of phishing e-mail options which square measure trained 
on machine-learning algorithms by adaptation into an applied math classifier. This is 
done for differentiating between legitimate e-mails and phishing ones. Subsequently 
the classifier is used on associate e-mail stream for predicting the category of 
the e-mail that has been received recently. In general, filtering phishing e-mails is an 
associate application that carries out the operation in the manner listed below [12, 45].

 
 

 

if the email  is considered phishing email
( , )

, if the email  is considered phishing email

phishing email

ham email

C e
F e
C e

θ

= 



 (1)

where e refers to an email that shall be classified later. As for θ, it refers to a vector of 
parameters, and C phishing email and C ham email are labels assigned to the email 
messages.

Most of the phishing e-mails content-based filtering methods are based on  
machine learning classification algorithms. Regarding the learning-based  
technique, the parameter vector θ is a result of coaching the classifier on a pre-dataset. 
θ = Ө (E), E = {(e1, y1), (e2, y2), . . .(en , yn )} , yi ∈  {Cphishing email , Cham email}, where  
e1, e2 . . . en refer to an email messages collected earlier.. y1, y2 . . . yn refer to the 
matching labels. As for Ө, it refers to the training function [14].

Fig. 12: Comic strip that was presented to people in generic condition [41].
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During this, some aspect filters and classifiers based on machine-learning  
techniques are divided into five sub-sections. Generally, everyone uses a 
similar technique and inherits a similar option with some differences. 

3.5.1 Methods Based on Bag-of-Words Model

This methodology could be a phishing e-mail filter that considers the computer file to be 
a formless set of words that may be enforced either on some or on the complete e-mail 
message. It is based on machine learning classifier algorithms [14, 46, 47]. To make 
it clear, assume that there are two types of e-mail messages: phishing e-mail and ham 
e-mail. Then, assume that we have a group of labeled coaching e-mail messages with 
corresponding notes that every label contains a vector of ‘s’ binary options and one 
among two values Cphishing email or Cham email supporting the category of the message. 
Hence, with coaching information set E, the message shall be pre-processed through 
the following: 
 U = {(ū1 , y1 ), (ū2 , y2 ), . . . , (ūn , yn )}, (2)

ūi∈ ZS
2, yi∈{cphishing email , cham email},

s refers to the features range used, the new input sample ūi∈ZS
2 is the classifier that 

provides the basis for classification, y∈{cphishing email , cham email}, of the new input sample. 
Some classifiers and approaches associated with this methodology are given below.
Support Vector Machine (SVM) is one of the foremost usually used classifier 
in phishing e-mail detection. In 2006, the SVM classifier was projected for 
phishing e-mail filtering [48]. SVM supported coaching e-mail samples and a 
pre-outlined transformation Ө: Rs → F that builds a map from options to provide 
a reworked feature house, storing the e-mail samples of the two categories with a 
hyperplane within the reworked feature house (Fig. 13). The decision rules appear in 
the following formula:       

 
1

( ) ( ( (n

i ii
f y sign x K uα

=
= ∑ , o–. ) + S) (3)

where K (u–, o–. ) = Ө(u–) . Ө(o–. ), is the kernel function and αi, i = 1...n and S maximizes 
the margin space separating hyperplane. The value 1 corresponds to Cham email, and 1 
corresponds to Cphishing e-mail. 

k-Nearest Neighbor (k-NN) is a classifier projected for phishing e-mail 
filtering by Gansterer [49]. For this classifier, the choice is created as 
follows: supported k-nearest coaching input, samples  measure chosen and pre-
defined similarity function; afterwards, the e-mail x is labeled as happiness to a 
similar category of the bulk among this set of k samples (Fig. 14). 
Term frequency-inverse document frequency (TF-IDF) is employed by Dazeley [71] 
for word weights, as options for the agglomeration. The document frequency of the 
word w is enforced by DF(w) that is defined because the range of e-mail messages 
within the collected information set wherever the word w appears in the document, a 
minimum of one is shown within the formula 12 [52].

 Wxy= TFxy. Log Sx
DFi

 (4)
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Wherever Wxy is the weight of xth words within the yth document (e-mail), TFxy is 
the occurrences range of the xth word (w) within the yth document (e-mail). DFx is 
the range of e-mail messages during which the ith word (w) happens and S, as above, is 
the total range of messages within the coaching dataset. Bag-of-Words model has 
several limitations. It is enforced with an oversized range of options, consumes 
memory and time, and largely works with a supervised learning formula. Moreover, it 
is not effective with ‘zero day’ attack [20].

3.5.2 Multiclassifier Algorithms

These approaches generally depend upon comparison between sets of classifiers. 
Presently, a lot of analysis has used new classifier algorithms, like Random Forests (RFs). 
RFs are classifiers that merge many tree predictors, especially wherever every tree 
depends on the value of a random vector sampled one by one, and may handle a 
giant number of variables in an information set. Another algorithm, Regression 
(LR) is one among the foremost widely applied math models in many fields for 
binary information prediction. It is attributable to its simplicity. Neural Network 
(NNet) classifiers that accommodate three layers (input layer, hidden layer and output 
layer), gain the requisite information by coaching the system with each the input and 
output of the popular drawback. The network is refined till the results have reached 
acceptable accuracy levels as shown in Fig. 15. The power of NNet comes from the 
non-linearity of the hidden vegetative cell layers. Non-linearity is vital for network 

Fig. 13: Support vector machine [50].
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learning of advanced mappings. Sigmoid operate is the commonly-used operate in 
neural networks [50].

Abu-Nimeh [50] compared six classifiers concerning machine learning techniques 
for phishing e-mail prediction, namely, Theorem Additive Regression Trees (BART), 
LR [53] SVM, RF, Classification and Regression Trees (CART) and NNet. He used 
43 features for coaching and testing of the six classifiers within the information set. 
However, the results indicated that there was no customary classifier for phishing 
e-mail prediction, for instance, if some classifiers have low levels of FP, they’ll have 
a high level of FN or LR, whose FP is 4 per cent, then an outsized variety of FN is at 
17 per cent.

3.5.3 Classifiers Model-based Features

These approaches build full models that are ready to produce new options with several 
reconciling algorithms and classifiers to provide the ultimate results [54]. A number of 
approaches can be seen below. 
PHONEY: Mimicking user response was projected by Chandrasekaran [55] as a unique 
approach. This method detects phishing e-mail attacks and the sham responses that 
mimic real users, basically reversing the character of the victim and also the enemy. 
The PHONEY technique was tested and evaluated for less than 20 completely different 
phishing e-mails over eight months. It was found that the collected information was 
too little to deal with an enormous downside, like phishing e-mails. This method needs 
time to reverse the characters of the victim and also the phisher as shown in Fig. 16.

The authors obtained results higher than that in the Filch technique on identical 
dataset and tested the effectiveness of the designated topic options. What is more, 
this model was developed in an exceedingly real-life setting at an advert ISP [77]. 
However, this method selects an enormous variety of options, about 81, and its several 

Fig. 15: Neural network.
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algorithms for classification. This implies that it is long and within the analytical 
method, an outsized variety of dynamic Markov chain suffer from high memory 
demand. 

3.5.4 Clustering of Phishing E-mail

Clustering of phishing e-mail clump is the method of shaping information classified in 
line with similarity. It is typically an unsupervised machine-learning algorithmic rule. 
This cluster of machine-learning techniques depends on filtering phishing e-mails 
supported clump e-mails via online or offline mode. One in every foremost used 
clump techniques is k-means clump. K-means clump is an offline and unsupervised 
algorithmic rule that begins by crucial cluster k because it is the assumed center of 
this cluster. Any random e-mail object or options vector is designated as initial center. 
Then the process continues confirming the center coordinate and the gap of every 
e-mail object (vector) to the center cluster of e-mail objects supporting a minimum 
distance [57]. Some approaches connected with this method are seen below.

3.5.5 Multi-layered System

These approaches are based on combining different algorithms of classifiers working 
together to enhance results of classification accuracy for phishing e-mail detection. 
Multi-tier technique of classifying phishing e-mails has the most 
effective arrangement within the classification method. In this technique, phishing 
e-mail options are extracted and classified in an exceedingly ordered fashion by 
a reconciling multi-tier classifier whereas the outputs are sent to the choice classifier as 
shown in Fig. 18, where c1, c2 and c3 are classifiers in three tiers. If the message is 
misclassified by any of the tiers of the classifiers, the third tier can create the ultimate 
call within the method. The most effective result came from c1 (SVM), c2 (AdaBoost) [58] 
and c3 (Naive Bayes) [59] adaptive algorithmic rule. The typical accuracy of the three  
tiers was 97 per cent. However, this method is characterized by protracted process  
times and quality of study needs several stages. What is more, the third of the 
information set still was misclassified [12]. 

PhishGILLNET projected by Ramanathan [11] could be a multi-layered 
approach to find phishing attacks employing a system-supported linguistic 
communication process and machine learning techniques that utilize three algorithms 

Fig. 17: The machine learning techniques [56].
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in three layers. These algorithms are as follows: Probabilistic Latent linguistics Analysis 
(PLSA), that is employed to create a subject model; AdaBoost, that is employed to 
create a strong classifier; and Co-coaching, that is employed to create a classifier 
from labeled and unlabelled examples. For this multi-layered approach, Ramanathan 
got a 97.7 per cent result. However, this method used 47 complicated features that 
needed vital process and took additional memory and computation time. Therefore, 
this approach was not effective with real-world applications.

3.5.6 Evolving Connectionist System (ECOS)

Evolving Connectionist System is a connectionist architecture that simplifies the 
evolution process, using knowledge discovery. It can be a neural network or a set 
of networks that run continuously and change their structure and functionality 
through a continuous relationship with the environment and with other systems. This 
system, like traditional expert systems, works with unfixed number of rules used to 

Fig. 18: Block diagram of the multi-tier classification model [60].
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develop artificial intelligence (AI) [61]. It is flexible with respect to the dynamic rule, 
works on either online or offline mode and interacts dynamically with the changing 
environment. Such a system can solve the complexity and changeability of many real-
world problems. It grows throughout the process and adopts many techniques. 

PECM is projected by ALmomani [85] who proposes a unique thought that adapts 
the evolving clump technique for classification (ECMC) to create new model referred 
to as the Phishing Evolving clump technique (PECM). PECM functions support the 
extent of similarity between two teams of features of phishing e-mails. The PECM 
model tested extremely effective in terms of classifying e-mails into phishing e-mails 
or ham e-mails in online mode, while not being intense on excessive amount of 
memory, speed and use of a one-pass algorithmic rule, thus increasing the extent of 
accuracy to 99.7 per cent. 

PENFF is planned by ALmomani [86] for detection and prediction of unknown 
‘zero-day’ phishing e-mails by offering a replacement framework referred to as Phishing 
Evolving Neural Fuzzy Framework (PENFF) that supported adoptive Evolving Fuzzy 
Neural Network (EFuNN) [62]. As a performance indicator; the foundation Mean Sq. 
Error (RMSE) and Non-Dimensional Error Index (NDEI) had 0.12 and 0.21 severally, 
which was low error rate as compared with alternative approaches (Fig. 20).

PDENFF is planned by ALmomani [63] and introduces a novel framework that  
adapts the ‘evolving connectionist system’. PDENFF is framework adaptive online  
that is increased by offline learning to find dynamically the unknown ‘zero day’ 
phishing e-mails. Framework is intended for high-speed ‘life-long’ learning with low 
memory footprint and minimizes the quality of the rule base ad in nursing configuration 
and shows an improvement by 3 per cent when compared with the generated existing 
solutions to ‘zero day’ phishing e-mail exploits (Fig. 21).

Fig. 20: PENFF.
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4. Conclusion

This chapter is amongst the most recent and most problematic of trends in 
network security threats. It is a method of getting confidential information 
through dishonest e-mails that seem to be legitimate. We have a chapter on protection 
against these phishing e-mail attacks. This chapter improves the understanding of the 
phishing e-mails downside, this answer area and also the future scope to filter phishing 
e-mails. Approaches given within the literature still have abundant limitations 
regarding accuracy or performance, particularly with ‘zero day’ phishing e-mail 
attacks. Most classifiers will not  establish phishing e-mail area primarily 
based on supervised learning, i.e., they have to learn before they will find a 
replacement attack. Unsupervised learning, that is quicker, however, incorporates 
a low level of accuracy or a hybrid (supervised and unsupervised) learning, that is 
time spending and expensive. Several algorithms are adopted but so far there is no 
commonplace technique available. 
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Chapter 3
Next Generation adaptable 
Opportunistic Sensing-based  
Wireless Sensor Networks
a Machine Learning perspective

Jasminder Kaur Sandhu,* Anil Kumar Verma and 
Prashant Singh Rana

1. Introduction 

Opportunistic networks exploit the broadcast nature of wireless transmission, 
functioning efficiently in wireless networks with multi-hop transmission and preferably 
higher density. The routing in these networks takes place in the following three steps:
 i. The packet is broadcasted from a node.
 ii. Best node is selected to forward the packet based upon coordination protocol.
 iii. Ultimately the packet is forwarded.

This routing mechanism has certain advantages, which include considerable 
improvement in reliability; probability of failure while sending packets is minimized 
as overheard packets are utilized and, transmission range is expanded [1, 2]. These 
networks can be categorized as follows based on their application areas (Fig. 1):
Sensor Network: This type of network senses an area of interest, where a particular 
event had taken place. The sensors, being battery-driven, have limited energy for 
communication. Hence, many energy-conservation techniques are devised to optimize 
their usage. Opportunistic networks pave the way for efficient data delivery in these 
sensor networks. They communicate the data from the source till they sink by sending 
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data to the immediate neighbor and so on, till the data reaches the destination. Also, the 
redundancy feature of the opportunistic network allows successful data transmission. 
The relevancy of this hybrid mechanism of communicating data in sensor network 
using opportunistic method gave rise to applications, such as Bionets (Biologically-
inspired Autonomic Networks and Services), ZebraNet (A Wildlife Monitoring 
Network).
Pocket Switched Network: These types of networks are not dependent on infrastructure. 
They facilitate communication between mobile devices and users. The most popular 
example is Manets (Mobile Ad-Hoc Networks) in which mobile devices are connected, 
using wireless technology.
Vehicular Network: These networks are basically used where connectivity issues, such 
as highly sparse nodes, but here greater delays exist. Also, in these networks, end-to-
end connectivity is not crucial. The DTN (Delay Tolerant Network) is one such type 
of network.
Amorphous Opportunistic Network: In this network, hosts are connected to another 
group of hosts. Data sharing takes place between these insecure host groups with a 
greater level of uncertainty. The SON (Semantic Opportunistic Network) lies in this 
category. The conditional similarity is of primary concern in SON.

1.1 Quality of Service
The Quality of Service (QoS) stands out to be an important aspect of these networks 
and is determined at two levels, namely, user-defined level and low-level. Also, 
the dependability aspect of a network is predominantly related to the QoS. The 
dependability includes features from both the levels described above. The QoS is an 
umbrella term for dependability evaluation as shown in Fig. 2.

The dependability evaluation in this work is carried out using Wireless Sensor 
Networks (WSN), which is a type of opportunistic network. This work considers the 
data flow in a WSN. Its dependability is directly dependent on the packet delivery 
ratio of a network and it can be increased if the data flow for the network is optimized. 

1.2 Wireless Sensor Networks
Numerous sensor nodes are set up in the region of interest and they collaborate to 
realize a pre-defined task assigned by a user or according to a particular application 
domain [3]. The data is communicated between the source node and destination (also 
known as ‘sink node’ or ‘base station’), using a technique called ‘hopping’. When 

Fig. 1: Categories and application domain of opportunistic network. 
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intermediate nodes are involved in this communication, it is termed as ‘multiple 
hopping’. The direct communication between the source and destination node is 
termed as a ‘single hop communication’.

1.3 Dependability Assessment
The networks ability to provide pre-determined services to the user is termed as 
‘dependability’ [4, 5]. The network becomes more dependable when the trust feature 
is incorporated into the network or when data flow is optimized, thereby improving 
the overall QoS [6–8]. The dependability assessment focuses on three aspects [9–11] 
as demonstrated in Fig. 3. 
 (a) Features or characteristics of a dependable network include availability, 

reliability, safety, integrity, security, confidentiality and maintainability. The 
dependability of a network is inferred by the attributes. The inference is based 
upon the user requirements. The various attributes are:

	 ▪	 Availability means the ‘uptime’ of a network when it is called for service [15]. 
	 ▪	 Reliability	is considered to be high when a network works consistently according 

to the user’s specification or in a particular environment [12, 14, 15, 18–20, 24].
	 ▪	 Safety makes the network usable and environment-friendly [17]. 
	 ▪	 Confidentiality guarantees authenticated and theft-free data transmission [16, 17].
	 ▪	 Integrity fortifies the modification of data which is in any illicit manner [23]. 
	 ▪	 Maintainability and adaptability are mutually dependent terms including two 

capabilities: improvement, which means to enhance and maintain; and adjustment, 
which means to adapt to a particular condition set [19, 23].
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Fig. 2: The QoS for an opportunistic network. 
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	 ▪	 Security, in this context, means safeguarding the data from attacks, be it internal 
or external [13]. 

 (b) Negative	 traits degrade the dependability of a network (threats) [4, 28]. The 
fault → error → failure chain demonstrates these traits in the network [30]. The 
summarized definitions of threats are as follows [21, 22, 27]:

	 ▪	 Fault reveals the flaw in a network, thereby causing an error (Fig. 4).
	 ▪	 Error is caused at run-time and results in incorrect output. 
	 ▪	 Failure makes the network unworkable [29, 31–33]. Also, it affects the network 

state and changes it from stable to unstable state (Fig. 5). 
 (c) Positive	 traits improve the dependability of the network (means). These traits 

make the network more adaptable according to the demands of the users or the 
environment in which this network is functioning. These include fault prevention, 
removal, forecast, and tolerance capability as explained below [23, 25, 26]:

	 ▪	 Prevention incorporates initial deigning-phase transition to the final maintenance 
stage. The error → fault → failure cycle is prevented, starting from the initial 
phase. 
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Fig. 3: Dependability assessment.
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	 ▪	 Tolerance facilitates reliable and interruption-free communication in the network. 
	 ▪	 Removal governs fault reduction and thereby eliminates the possibility of 

occurrence of severe faults. 
	 ▪	 Forecasting predicts the faults which can occur in future and act accordingly to 

avoid those.

1.4 Motivation
The communication in WSN involves voluminous data for an efficient communication 
which this network depends on performance parameters, such as throughput, traffic 
flow, delay, packet delivery ratio. These parameters vary from one application domain 
to another and determine the QoS provided by the network. The main component 
of QoS is dependability, which can be studied from three different aspects—the 
characteristics, the negative traits which hamper dependability of network and 
the positive traits to enhance dependability of the network. For optimum network 
functionalities, the dependability aspect needs to be considered as it directly linked to 
the packet delivery ratio of a network. If the packet delivery ratio is high, the network 
is more dependable and less is the packet drop. Also, if an optimum data flow is 
maintained while communicating data in a WSN, the lifetime can greatly be enhanced. 
This paves the way for prediction of optimum data flow in a WSN, using various 
machine learning techniques. This concept is demonstrated in Fig. 6.

The WSN uses radio frequency for communication. These signals are converted, 
using ADC (Analog-to-Digital) and DAC (Digital-to-Analog) converter when required. 

Value

Timing

Controlled

Uncontrolled

Consistent

Inconsistent

Minor

Catastrophic

Domain

Controllability

Consistency

Consequences

Failures

}

}

}

}

Fig. 5: Categories of failures. 

Fig. 6: The amalgamation of WSN data and machine learning paradigm.
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This generates a huge amount of data in communication and which is assembled as a 
dataset containing various performance parameters of the network, such as throughput, 
delay, average path length, routing overhead, packet drop and packet delivery ratio. 
These features are evaluated using the machine learning paradigm and predictions are 
made for further effective functioning of a network.

2. Machine Learning

The WSN falls under the category of Opportunistic Networks. WSN, as the name 
suggests, use wireless (radio) links for communication. They sense the environmental 
phenomena and communicate the data. WSNs are large-scale innovative networks 
[34] which are different from various other wireless networks [35, 36], due to their 
dynamic, reconfigurable and self-adaptive nature. 

This section provides a detailed workflow starting with the first phase of dataset 
creation; the second is applying machine learning models in networking domain and 
its statistical interpretation; and lastly it is cross-validation of results along with usage 
of the trained models on the basis of this dataset.

2.1 Dataset
The dataset for network analysis is collected, using simulations. Wireless scenarios 
are constructed using the NS-2.35 simulator [37]. The simulation parameters [38] set 
for the WSN scenario generations are given in Table 1.

The simulations have been carried out for 60 seconds with a warm-up time of 
30 seconds. The omnidirectional wireless communication takes place between nodes 
using the reactive protocols AODV (Ad-hoc On-demand Distance Vector) [39] and 
DSR (Dynamic Source Routing) [40]. The network is scaleable [41] with a node 
variation of 5 to 50. The sample dataset is shown in Table 2.

Fig. 7: The prediction framework.
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Table 1: NS-2.35 simulation setup.

S. No. Parameter Value

1. Channel type Wireless

2. Radio-propagation model Two-Ray Ground

3. Interface queue type DropTail/CMUPriQueue

4. Antenna model Omni-directional

5. Maximum number of packets 
supported by the interface queue

150

6. Number of nodes Range = 0–50

7. Data flow 0.1–10 Mb

8. Routing protocols AODV/DSR

9. X-dimension of topography 1000 m

10. Y-dimension of topography 1000 m

11. Simulation time 60 seconds

This collected dataset is saved in a repository for all further accesses. Data 
pre-processing [42] is carried out to remove redundant values (if any) [43] and the 
processed data is passed to the next phase, known as the Statistical Prediction Model.

2.2 Statistical Prediction Model
The dataset is analyzed statistically, using the box plot to show the distribution 
[44, 45] of all the features of the dataset (Fig. 8). This analysis has been carried out 
in R (Version 3.3) and shows the maximum and minimum range in which a particular 
feature of the dataset lies. This plot has been plotted with the help of a Rattle library 
contained in the R repository.

Similarly, the correlation between various features of the dataset can be analyzed 
[46, 47]. The negative correlations are in black color and positive correlations in gray 
in Fig. 9.

In this phase, the entire dataset is partitioned into training-testing data [48, 49]. The 
standard partition ratio followed is 70 per cent for training and 30 per cent for testing. 
Then, the learning model for prediction is chosen by identifying the category under 
which the problem falls. The categories are regression type, classification (binary or 
multi-class) or the clustering problem [50–52]. If the target variable to be predicted is 
of decimal type, the problem is of regression and, if the target variable to be predicted 
is of binary type, the problem is of binary-class. Further, if the target variable to 
be predicted is of multi-class type, the problem is of multi-class classification and 
contains multiple classes. 

Various machine learning models are available for R (Version 3.3) which is 
implemented depending upon the category of the problem. For this chapter, we 
consider DF to be the prediction parameter. DF is the target variable for this dataset, 
so the problem falls into the category of regression. Four machine learning models 
are chosen to demonstrate the prediction technique, namely Linear Model, Neural 
Network, Random Forest and Decision Tree. These prediction models will be 
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evaluated on the basis of Correlation (denoted by ‘r’), Coefficient of Determination 
(denoted by ‘R2’), Root Mean Square Error (denoted by ‘RMSE’), Accuracy (denoted 
by ‘Acc’) and Time Taken (denoted by ‘TT’). Correlation provides information about 
how actual and predicted values are linked. It can be calculated by the Karl Pearson 
formula of correlation [53]. The value of correlation lies in [0,1]. The greater the value 
tends towards 1, the better is the correlation. The Coefficient of Determination (R2)  
is the primary outcome of regression evaluation and its value lies in the interval  
0 < R2 < 1. The greater the value tends towards 1, the better is the regression model 
[54]. If the value is zero, it means that the regression model is a failure. Mathematically, 
it is the square of correlation. Root Mean Square Error (RMSE) tells us how much 
error is present between the actual and predicted values [55]. The accuracy represents 
how close the predicted value is to the actual value and within acceptable error limits 
[56]. It predicts which model best suits a problem. Time taken tells the total time taken 
by a machine learning model for execution [56].

Fig. 9: Correlation between features of dataset.
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All the above models require a formula in R programming language for computation:

formula ← as. formula(paste(target,”~”,paste(c(selected inputs),collapse = “+”)))

Linear Model: This model is a linear amalgamation of dataset features or attributes 
[70]. It means that there is a linear relationship between the target and the other 
features of the dataset [71]. The code in R for linear model execution is:

Linear Model ← lm (formula, train Dataset)

Neural Network: These networks are constructed upon the concept of artificial neurons 
spread along multiple layers [72]. The non-linear patterns are easily recognized, using 
these models instead or linear one-to-one relationship [73]. The input layer deals with 
the neurons which only take input data. The input neurons are equal to the number 
of features/attributes of the dataset [74] and the output layer yields a single neuron 
to obtain the result in the case of a regression problem. The entire computation takes 
place in the hidden layer sandwiched in between the input and the output layers [75]. 
The code in R for neural network model execution is:

Neural Network Model ← nnet (formula, train Dataset, size=10, linout=TRUE, 
skip=TRUE, MaxNWts=10000, trace=FALSE, maxit=100)

The tuning parameters used in the neural network model are size, linout, skip, 
MaxNWts, trace and maxit.
Random	Forest	Model: It is an ensemble-based supervised learning model [76] whose 
accuracy is dependent on the total number of trees grown in the forest. Larger the 
number of trees the greater is the accuracy [77]. It yields better prediction accuracy 
in a majority number of regression scenarios because the variances of many input 
variables are captured, enabling a much higher number of features to cooperate in 
the prediction accuracy [78]. Feature importance is one such parameter which can be 
computed easily with the help of this algorithm [79, 80]. The code in R for random 
forest model execution is:

Random Forest ← random Forest (formula,train Dataset, 
ntree=5,mtry=2,importance=TRUE)

The tuning parameters used in the random forest model are ntree, mtry and 
importance.
Decision	Tree	Model: Decision tree can be used for both the problems regression and 
classification [81]. The core concept of this model is a division of the dataset into 
smaller datasets [82, 83] which are conceptualized on the descriptive features. This 
division takes place until the smallest dataset is obtained containing the data points to 
be categorized under a single specific label. Every feature of the dataset is the root and 
the outcome is represented as a child [84, 85]. The splitting of a particular feature is 
dependent on two values—information gain [86] and the entropy [87] from the split. 
The continuous values in a regression problem are converted to categorical values 
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before splitting them at the root node. In case of regression, the split is decided, based 
on the information gain parameter. The only disadvantage of the decision tree is that it 
over-fits noisy data. The code in R for decision tree model execution is:

Decision Tree ← rpart(formula, train Dataset, parms=list(split=‘‘information”), 
control=rpart.control (use surrogate=0, max surrogate=0))

The tuning parameters for decision tree are ‘parms’ and control.
The computed results in Table 3 can be statistically evaluated to obtain a final 

outcome. From this table, we can conclude that if we want a better result in terms of 
accuracy, we will opt for the linear model and neural network. Similarly, if we want 
better results in terms of error, we will prefer the neural network model. In a nutshell, 
for overall optimization, we need to decide which criteria best suit the application 
requirement.

Table 4: Ten fold cross-validation for correlation.

Runs Linear Model Neural Network Random Forest Decision Tree

1 0.99 0.31 0.96 0.95

2 1 0.31 0.95 0.95

3 0.98 0.3 0.95 0.94

4 0.99 0.3 0.96 0.9

5 0.99 0.32 0.96 0.94

6 0.99 0.31 0.95 0.95

7 0.99 0.31 0.97 0.9

8 0.98 0.31 0.96 0.93

9 1 0.3 0.96 0.95

10 0.99 0.31 0.96 0.95

Table 3: Model evaluation results.

Machine Learning Model References r R2 RMSE Acc TT

Linear Model [57, 63] 0.99 0.98 0.2 86.05 514.19

Neural Network [58, 64, 65] 0.31 0.1 0.01 83.72 514.94

Random Forest [59, 66, 67] 0.96 0.92 0.41 62.79 512.89

Decision Tree [60, 68, 69] 0.95 0.9 0.47 48.84 513.48

2.3 Cross-validation System
For validating the chosen model, cross-validation is carried out. The most popular 
cross-validation technique is the K-fold cross-validation [61, 62]. We use 10-fold 
cross-validation and the machine learning models are repeatedly executed 10 times 
to validate the robustness of the results. The cross-validation results for correlation 
are shown in Table 4. Similar results can be achieved for rest of the performance 
evaluation parameters as described in Figs. 10, 11, 12, 13 and 14. These figures  
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Fig. 11: Tenfold cross-validation for coefficient of determination.

10-Fold Cross-Validation of Coefficient of Determination

1 2 3 4 5 6 7 8 9 10

Linear Model 0.98 0.99 0.98 0.97 0.96 0.98 0.99 0.98 0.98 0.98

Neural Network 0.1 0.12 0.11 0.14 0.2 0.21 0.12 0.22 0.1 0.2

Random Forest 0.92 0.99 0.87 0.89 0.88 0.91 0.96 0.92 0.99 0.99

Decision Tree 0.9 0.8 0.87 0.88 0.89 0.9 0.92 0.9 0.9 0.9
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Fig. 12: Tenfold cross-validation for RMSE.

10-Fold Cross-Validation of Root Mean Square Error

1 2 3 4 5 6 7 8 9 10

Linear Model 0.2 0.1 0.2 0.3 0.2 0.22 0.24 0.27 0.2 0.2

Neural Network 0.01 0.02 0.06 0.1 0.03 0.01 0.01 0.04 0.02 0.06

Random Forest 0.41 0.5 0.46 0.44 0.59 0.56 0.49 0.48 0.41 0.41

Decision Tree 0.47 0.49 0.56 0.53 0.63 0.54 0.43 0.47 0.46 0.47
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Fig. 10: Tenfold cross-validation for correlation.

10-Fold Cross-Validation of Correlation
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Linear Model 0.99 1 0.98 0.99 0.99 0.99 0.99 0.98 1 0.99

Neural Network 0.31 0.31 0.3 0.3 0.32 0.31 0.31 0.31 0.3 0.31

Random Forest 0.96 0.95 0.95 0.96 0.96 0.95 0.97 0.96 0.96 0.96
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show the results after performing 10-fold cross-validation for ‘r’, ‘R2’, ‘RMSE’, ‘Acc’ 
and ‘TT’.

Hence, a final conclusion can be drawn, based upon the application area 
requirement. This conclusion is termed as the Final Prediction (output). Also, after the 
entire process of prediction using machine learning models is completed, the models 
developed are saved. When a new network is introduced with some specific features, 
these models can be used to provide the desired output. In short, the past experience 
can be used to provide futuristic research directions.

3. Conclusion

Adaptability is the basic element of any wireless network deployed in the hostile 
environment. It governs the QS provided by the network and hence affects 
dependability. The fluctuating traffic rates need to be optimized for wireless networks. 
This paves the way for futuristic research in the domain of optimization and machine 

Fig. 13: Tenfold cross-validation for accuracy.

10-Fold Cross-Validation of Accuracy
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1 2 3 4 5 6 7 8 9 10

Linear Model 86.05 87.5 86 86.4 86.56 86.99 86.06 86.09 86.1 86.5

Neural Network 83.72 82.1 81.5 83.1 83.6 81.9 83.9 83.3 83.54 83.56

Random Forest 62.79 60.3 61.4 62.43 62.1 61.64 61.67 62.7 61.4 62

Decision Tree 48.84 48.2 45.5 44.3 48.9 47.3 47.24 46.87 47.77 48.8
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Fig. 14: Tenfold cross-validation for time taken.

10-Fold Cross-Validation of Time Taken
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Linear Model 514.19 513.3 514.5 514.8 515.3 514.57 514.86 514.67 515.55 514.01

Neural Network 514.94 515.45 516.99 520.56 516.78 518.23 521.45 515.23 520.89 516.89

Random Forest 512.89 522.89 514.65 519.2 520.99 521.45 513.34 514.34 510.35 514.24

Decision Tree 513.48 513.67 514.67 514.44 513.78 524.67 513 513.99 520.67 514.35
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learning, which can provide better regulation of traffic flow. This chapter considers 
linear model, neural network, random forest and decision tree for predicting the data 
flow in a Wireless Sensor Network. The linear model outperforms the rest of the 
models in case of accuracy. The neural network model results in minimum value of 
root mean square error. The choice of a prediction model is based on the requirement 
of application domain, in which it is deployed.
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Chapter 4
a Bio-inspired approach  

to Cyber Security
Siyakha N. Mthunzi,1 Elhadj Benkhelifa,1,* Tomasz 

Bosakowski 2 and Salim Hariri 3

1. Introduction

With little consensus on definitions to concepts, such as cyber security, cyberspace 
and most ‘things’ cyber [1], addressing cyber security is often inadequate due to 
its misinterpretations and mistranslations. Across literature, there is convergence in 
the view that cyber security, unlike traditional computer security, lacks the defining 
clarity of what the ‘cyber’ prefix contributes to the general security concept [1] and 
is perhaps, a source of confusion and misunderstanding across various perspectives 
[2]. In recognition of this lack of consensus, the authors of this chapter find it prudent 
for a general outline to the current cyber security definition landscape to be surmised 
by academia, industry, government and across professionals in general. A conception 
of cyber security-encompassing network and communication infrastructures and the 
human actor/user suggests cyber security in the context of the security of anything 
(including physical artefacts) that interacts with computer networks and communication 
infrastructures. The UK government, for instance, defines cyber security as “an 
interactive domain for digital networks across the world” [3]. Clearly, this view pivots 
the general citizenry at the crux of the security objective. The significance of the 
human actor/factor is evidenced in the European Commission’s prediction of a major 
global breakdown in electronic communication services and networks (costing around 
€193 billion) due to malicious human action and terrorist attacks. An ‘inclusive’ 
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definition of cyber security is posited by [2] as “the approach and actions associated 
with security risk management processes followed by organizations and states to 
protect confidentiality, integrity and availability of data assets used in cyberspace.” 
This context of the cyber security concept includes guidelines, policies and collection 
of safeguards, technologies, tools and training to provide best protection for cyber 
environments and their users. 

This chapter considers cyber security as a continuum of technologies and 
innovations for ensuring and assuring the security of data and networking technologies. 
It identifies the complexity and dynamic context of cyberspace as central to mitigating 
catastrophic cyber threats and attacks by drawing inspiration from Nature’s complex 
and dynamic systems. This chapter explores how natural phenomenon in complex 
systems (including animalia and plants) that have survived through evolution, could 
be exploited as mechanisms for adaptive mitigation in complex cyber environments. 
Drawing from predation avoidance and anti-predation techniques employed by 
non-extinct prey animals and plants, this chapter hypothesizes how prey-inspired 
survivability could be adopted in cyber systems design and implementation.

2. Background 

Recent years have witnessed an exponential increase in cyber crime, arguably 
exacerbated by the adoption of emerging technologies, such as IoT and cloud 
computing. In 2015 alone, most of the breaches considered as hacking incidents 
targeted customers’ bank details, addresses and other personal information. Over the 
years, hacking incidents have grown to encompass all aspects of a modern economy, 
including transport, energy, banking, healthcare, telecommunications and in some 
instances, government organizations. Cyber-hacking incidents, including German 
and UK telecommunications giants Vodafone [4] and TalkTalk [5], respectively, 
act as perfect examples of the scale, frequency and implication of such attacks. 
Most recently in the UK, Dixons Carphone suffered a huge data breach involving  
5.9 million payment cards and 1.2 million personal data records [6]. These breaches 
raise concerns about the readiness of security solutions in an environment of highly 
sophisticated, persistent and motivated adversaries, particularly if considered against 
their implications on utilities, such as power, transport, etc. With new inventions  
in smart health and healthcare being a sensitive area, security in such sectors is  
critical [7].

Traditional computer network environments allow for highly manageable security 
processes that restrain user permissions, restrict software, roll out updates across 
campuses, centrally manage intrusion detection and control network traffic through 
firewall policies. Routing and other reactive approaches ensure efficient and effective 
control of the security of networks and devices. Thus, the degree of control in meeting 
security goals varies considerably between user-case and environment. Regardless, 
this fine-tuned control allows at the minimum, adequate logging and understanding of 
large networked environments. However, with the advent and wide use of cyberspace, 
security is arguably more complex and requires different processes to maintain data 
confidentiality, integrity, availability (CIA) and systems stability. Technologies, such 
as IoT and Big Data, among others, make traditional firewall deployment a challenge, 
not least because of bandwidth and power wastage on devices in a multi-hopping 
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routing environment under a Denial of Service attacks (DoS), but enforcing static 
security policies in highly mobile environment posing additional challenges. This 
is nearly impossible in cyber environments with a range of mobile and non-mobile 
devices and various communication interfaces; and networks are formed in a variety 
of manners, forms and structures. Furthermore, it can be argued that the CIA triage, an 
industry standard addressing the security domain [8], is deficient in the cyber domain. 
As [9] notes, other information characteristics attributed to cyber environments ought 
to be added to the CIA model [9].

Cyberspace’s vision of complex and highly dynamic network and communication 
environments can be summarized as isolated nodes which are at risk from a variety 
of security threats, including forced networking for malicious purposes. Thus, the 
potential for cyber security requires a novel type of security system to help defend 
it. As the security crisis in cyberspace escalates and the frequency and complexity 
of the latest vulnerabilities and cyber-attacks increases, the mandate to adopt more 
effective solutions will grow in importance to implement simplified, animated and 
cost-effective cyber solutions. This should contribute to the productivity of existing 
solutions, including the human information security professional. Moreover, the 
existing traditional security technologies, such as firewalls, anti-virus scanners and user 
access control aid in restricting known threats. However, without additional intelligent 
components to oversee and integrate with the effectiveness of these security controls 
(as is the case in enterprise networks), if any of these are subverted, the results, as has 
been shown, are catastrophic.

3. Cyberspace

To examine the cyber landscape, it is important to understand the complexity that 
characterizes cyberspace. Complexity is a phenomenon that can be observed in 
a variety of systems, including physical and living systems. While a complete and 
unanimous definition of complexity is somewhat contentious across domains [10], 
the discussions in this chapter revolve around the scientific definition posited by 
[10]. Complex systems describe “phenomena, structure, aggregates, organisms, or 
problems that share the following common themes: they are inherently complicated or 
intricate, they are rarely completely deterministic, mathematical models of the system 
are usually complex and involve non-linear, ill-posed, or chaotic behavior, and the 
systems are predisposed to unexpected outcomes (emergent behavior)” [10].

While large-scale networks are inherently complex and true for cyberspace and 
cyber security [11], complexity itself is a useful concept in designing robust systems 
[12]. In this chapter, complexity in cyberspace describes the general sense of a system 
whose components are by design or function, or both, challenging to verify. In fact, 
the current chapter postulates complexity in cyberspace in relation to interactions 
within networks and communication systems, including system users and misusers 
and the unpredictability of emerging behaviors. As noted by [12], complex systems are 
such that interactions among systems components could be unintended, for instance, 
unintended interaction with system data which result in unpredictable system outputs 
and emergent behaviors not intended for that system. And as literature will demonstrate 
in the sections below, unpredictability is perhaps an inevitable attribute of cyberspace 
and its related technologies. Figure 1 illustrates the scale of cyberspace, technologies, 
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network and communication systems and other paradigms. This figure is not intended 
to represent an exhaustive view of the entire cyber domain but to provide illustrative 
examples. These will be briefly described in bullet points below. 
 • Cloud computing is the de-facto computing platform and enabler of emerging 

technologies, such as Bitcoin. 
 • The Internet of Things (IoT) [13–16] heralds a vision of internet connected things: 

physical, and via a network to be able to exchange local and global information 
(themselves and their environments, respectively). IoT technology thus enables 
further innovations and services based upon to immediate access to the said 
generated information.

 • Infrastructure, like Health, water and transport among many others are critical. 
 • Contested environments and cyber warfare have become critical in this new era 

of computer and communication networks.
Complex systems develop on a micro scale through evolution. In evolution, 

selection pertains to those attributes that foster organisms’ survival benefits or 
disadvantages [17]. For instance, herbivorous mammals whose habitat has tall trees 
with the most nutrition and fruits atop, are likely to survive and reproduce if they are 
tall with long necks or can climb up trees. Similarly, elements within complex systems 
are generally subject to selection, whereupon those best suited for the environment are 
chosen. For example, products in a free-market economy are selected through market 
forces, politicians in a democracy through elections/voting and animals through 
natural pressures, such as predation and competition. Complex natural systems are 
plentiful with complex patterns of behavior (e.g., adaptation and learning) emanating 
from interactions among autonomous entities [18]. An example is the adaptation of 
memory and the self-learning mechanism employed by B-cells in identifying and 
destroying pathogens in the natural immune system [19]. Thus, adaptation facilitates 
changes in response to changes within an environment. Using feedback loops, small 
changes in input information often can trigger large-scale outputs. 

Figure 2 illustrates the transformation of a set of components to a network 
of connected and interdependent components. The graphic design on the left 

Fig. 1: Illustration of cyberspace.
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shows the building components of a system, a set of autonomous components. 
Its transformation—graphic on the right, represents a complex system in which 
autonomous components (numerous) which grow exponentially are connected (dotted 
lines) and interdependent (black note at edge of dotted line). The nature of their 
connectivity defines the complexity of the system (in the global sense) rather than its 
characteristics. Autonomy enables components to adapt through local instructions and 
collectively synchronize (through cooperation and coordination) individual statuses, 
resulting in a bottom-up form of order. 

With current innovation trends in cyberspace and the proliferation of new devices 
and platforms with multiparty collaborations, particularly involving third parties, 
coordinating and controlling interactions among these parties is often error prone. The 
unpredictable and dynamic nature of complex environments, such as cloud computing 
(itself a subset of cyberspace) requires intelligent systems control. While traditional 
computing systems generally maintained consistent control over inherent processes, 
control theory’s [20] classical methodologies and assumptions provide better insight 
into handling control. The basic premise of control theory is motivated by enhanced 
adaptation in the presence of extreme unpredictable and dynamic changes [21]. 
Nonetheless, in non-linear and dynamic cyber environments, the control paradigm 
ought to be adaptable and dynamically configurable and/or re-configurable. Among 
a huge state-of-the art technology, classification by the authors in [22] identifies 
characteristics for such self-adaptions and these are outlined below as:
 • Goals: The objectives a system should achieve, e.g., evolution, flexibility, 

multiplicity, duration, etc. 
 • Change: The cause of adaptation, e.g., source, type, frequency, anticipation, etc.
 • Mechanism: The system’s response towards autonomy, scope, duration, 

timeliness, etc.
 • Effect: The impact of adaptations upon the system, e.g., critical, predictability, 

resilience, etc. 

If it is acceptable that cyberspace is complex and therefore falls within the realm 
of complex systems described above, cyber security research should perhaps seek 
inspiration from well-established complex adaptive systems, such as those in Nature. 
Along this thrust, it is important to distinguish the cyber domain according to the its 
component sub-domains and investigate cyber security challenges. 

Fig. 2: The formation of complex systems: non-linear, connected, interdependent and adaptive.
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3.1 Cyber Security Challenges
Cyber security, unlike traditional information security, in not only a process, but also 
a product and/or technology. As [9] demonstrates, the cyber domain encompasses 
characteristics beyond those commonly described by a traditional CIA triage, e.g., 
warfare, bullying, terrorism, etc. A home automation system, for instance, can be 
compromised without affecting the victim’s information (this falls outside the CIA 
triage and common security attributes), but by targeting the victim’s other assets (i.e., 
cyber crime). Thus, cyber security pertains to the protection of assets beyond those 
commonly referred to as information, including humans, the interests of nations, states 
and societies, to household appliances, etc. One may logically conclude perhaps, that 
cyber security extends to ethical issues related to its assets just as much as the legal. 
A range of other such dimensions are presented in NATO’s national cyber security 
framework manual [3] and demonstrate the complexity of cyber security.

On the other hand, traditional computing infrastructures mean that security controls 
were managed within a contained systems [23] and static environments. In this sense, 
protections against threats was designed and planned based on the assumption that 
outcomes of security solutions were linearly related to threat. For instance, [24]’s 
game theoretic approach to protect critical infrastructure against terrorist threats 
assumes an initial threat score for a particular target according to original and inherent 
counter measures relevant to that threat. Based on this assumption, they suggest that 
choices of subsequent solutions will decrease the overall threat. Whilst in a general 
theoretic sense, functions that convert inputs into required system outputs can be 
designed and controlled given that all inputs are provided [25], literature shows that 
the complexity of cyberspace limits the amount of initial threat knowledge cyber 
security solutions have. It has been demonstrated that sophisticated and persistent 
adversaries and zero-day attacks are able to systematically plan their attacks and 
persist within the compromised networks [26]. Cyberspace enables adversaries 
to increase their attack surface, thus complicating vulnerability management and 
elevating the attack complexity. Cases in point include Stuxnet, Flame and Duqu, 
which obfuscate network traffic to evade detection [27]. Based upon the foregoing, 
this section identifies complexity as central to future cyber security solutions research.

Thus the thrust of future cyber security should aim to reduce complexity to the 
human cyber security solution (professionals) and build integrated solution capable of 
mitigating rapidly evolving cyber threats. Current approaches (generally top-down) to 
cyber security, where extensive efforts focus upon cyber security policy and regulations 
are inherently inadequate [28] as high-level failure or inadequacy is passed down to 
low-level elements in cyberspace (including the user and society). On the other hand, 
further extensive work in academia and industry has been devoted to designing attack 
and defense tools to efficiently counter cyber security threats, for instance, counter 
measures integrated into network protocols to ensure reliable information exchange 
[29]. While these approaches are sufficient for mitigating cyber security threats, it also 
means that the governance of cyber security risk is harder to implement. Moreover, as 
literature suggests, counter measures remain inadequate [30].

Figure 3 illustrates the foregoing and highlights the existing research challenges 
for cyber security. In this graphic design, cyberspace complexity and dynamism 
introduce data control failure issues and adaption failure issues to cyber security (top 
of the graphic design). Furthermore, service and resource failure remain a major area 
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of concern [31, 32]. In addition, assurance, performance and evaluation remain a 
constant challenge [33]. 

Now classified as a ‘tier one’ threat to national security by British government  
[34, 35], this shift in strategy at a national level suggests the significance of cyber 
security. Cyber attacks, such as those in Iraq [36], Iran [37] and during the ‘Arab 
Spring’ [38] undoubtedly demonstrate possible implications in future cyber attacks. 
On the international stage, the United Nations Group of Governmental Experts  
[39, 40] formally recognized the applicability of international law in relation to  
cyber activities and cyber issues in the context of international security. Nonetheless, 
despite a clear consensus as to the applicability of international law, adequately 
established state practices presents a significant challenge to application of cyber 
security laws [41]. 

Existing security frameworks, including Cloud Security Alliance (CSA),1 
National Institute of Standards and Technology (NIST),2 the European Network and 
Information Security Agency (ENISA),3 the UK’s Centre of the Protection of National 
Infrastructure (CPNI),4 etc., focus upon methods for cyber security aimed to, among 
other things, consolidate security risks and vulnerabilities. These frameworks aim to 
provide best practice guidelines for mitigating cyber threats. Table 1 shows example 
core standardization areas in key cyberspace applications. This is not intended as an 
exhaustive table either for the standardization areas or for key cyber application areas. 
However, of interest to the authors of this chapter is a clear demonstration to the 
urgent need for adequate cyber security (cyber incident management) standardization. 

The US DoD [42] defines cyberspace intelligence, surveillance and reconnaissance 
as activities in cyberspace which result in the gathering of intelligence to support 
current and future operations [43] while subsequently drawing parallels between this 
definition and that of espionage, which is defined as being “the unauthorized intentional 
collection of information by states.” Whilst the impact of espionage in cyberspace is 

1 https://cloudsecurityalliance.org/working-groups/security-guidance/#_overview 
2 https://www.nist.gov/sites/default/files/documents/2017/01/30/draft-cybersecurity-frameworkv1.1-
 with-markup.pdf
3 https://europa.eu/european-union/about-eu/agencies/enisa_en
4 https://www.cpni.gov.uk/

Fig. 3: Research challenges for cyber security.
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Table 1: Example core standardization areas in key cyberspace applications.

Core Areas of
Cyber Security
Standardization

Examples of 
Relevant
SDOs

Examples of Some Key Applications
Cloud
Computing

Emergency
Management

Industrial
Control

Health IT Smart 
Grid

Cryptographic
Techniques

IEEE; ISO TC 
68 ISO/IEC 
JTC 1 W3C

Standards
Mostly
Available

Some
Standards
Available

Some
Standards
Available

Some
Standards
Available

Some
Standards
Available

Cyber Incident
Management

ISO/IEC JTC 
1 ITU-T PCI

Some
Standards
Available

New
Standards
Needed

Some
Standards
Available

Some
Standards
Available

Some
Standards
Available

Identity and
Access
Management

FIDO Alli-
ance; IETF; 
OASIS OIDF 
ISO/IEC JTC 
1 ITU-T; 
W3C

Standards
Mostly
Available

Standards
Being
Developed

New
Standards
Needed

Standards
Being
Developed

New
Standards
Needed

Information
Security
Management
Systems

ATIS; IEC; 
ISA ISO/IEC 
JTC 1 ISO TC 
223 OASIS; 
The Open 
Group

Some
Standards
Available

New
Standards
Needed

Some
Standards
Available

Some
Standards
Available

New
Standards
Needed

IT System
Security
Evaluation

ISO/IEC JTC 
1; The Open 
Group

Some
Standards
Available

Standards
Mostly
Available

Some
Standards
Available

Some
Standards
Available

Some
Standards
Available

Network
Security

3GPP; IETF; 
IEEE; ISO/
IEC JTC 1 
ITU-T; The 
Open Group; 
WiMAX 
Forum

Some
Standards
Available

Some
Standards
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typically perceived to be less severe than that of offensive cyber operations, the hacking 
of the US Democratic National Committee’s e-mails in 2016 demonstrates that such 
activities are still capable of causing significant damage [44]. Furthermore, evidence 
provided by [45], highlights the pervasiveness of economic and commercial espionage 
in cyberspace, with likely state-sponsored actors referred to as advanced persistent 
threats identified as having been conducting systematic hacking on a global scale 
to access intellectual property and sensitive data since 2014. With a huge explosion 
of multimedia big data including image, video, 3D, etc., the literature suggests the 
rise of multi-modal challenges in relation to privacy [46]. Zhang et al. (2017) in fact 
propose an anti-piracy framework they term as CyVOD to secure multimedia content 
copyrights against attacks [47].

Whilst historically espionage was limited to small-scale operations with specific 
targets, [48] argues that the potential scale of espionage operations in cyberspace 
and their ability to impact the civilian population means that this level of ambiguity 
and uncertainty in international law can no longer be tolerated. [45] suggests the 
need for legal reforms adequately reflecting the capabilities of modern technology. 
Furthermore, theory of expressive law [49] posits that these reforms influence state 
behavior and identify underlying intolerance in society. In addition, one can conclude 
such reforms as critical for establishing new domestic laws to reduce the overall 
pervasiveness of espionage activities in cyberspace. With an overview of security 
challenges in cyberspace and the subsequent gaps and limitations, the complexity of 
cyberspace imposes on a range of cyber strategies, the following subsection briefly 
explores how such gaps and limitations can be counteracted to enhance future cyber 
security operations.

3.1.1  Enhancing Cyber Security using Artificial Intelligence

To date, ongoing efforts focus towards soft computing and machine learning approaches 
to enhance computational intelligence [50]. In biology, several authors [51–53] 
and [54] to name a few, demonstrate the overwhelming use of machine-learning 
approaches for predicting the survivability of cancer patients. While machine-learning 
applications have been successfully applied in areas of science and computing security, 
remarkable growth of cyberspace, i.e., cloud computing, Internet of Things (IoT), Web 
technologies, mobile computing, digital economy, etc., machine learning approaches 
have not been consistently applied. A few of the machine learning’s core attributes 
like scalability, adaptability and the ability to adjust to new and unknown changes 
suggest them as suitable for application in cyberspace. For instance, handling and 
processing of BigData or the capacity to perform computationally high calculations, 
which were perhaps challenging in yesteryears, are now significant opportunities 
that machine learning presents. For cyber security, two main areas are a good fit for 
machine learning: 1. data processing and 2. expert systems. 

The field of artificial intelligence (AI) has advanced faster than anticipated over 
the past five years [55]. Projects such as DeepMind’s AlphaGo [56] is an example of 
funding commitments towards AI implementations. The application of AI to cyber 
operations is seen by [55] as a key milestone that has transformative implications for 
cyber security, enabling States to do more with fewer resources in a manner similar 
to the impact cyber operations had on the potential scale of intelligence operations.  
[57–59] in fact identify five sub-fields of AI as possible areas to enhance both 
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offensive and defensive cyber operations. Nonetheless, emerging consensus amongst 
researchers [57], [58] and [59] highlights the scale of implications introduced by 
AI. Thus, Allen and Chan [55] urge responsible, sustainable and effective use of AI, 
including legal, ethical and economic concerns. The table below presents subfields of 
AI, their possible application as offensive and defensive security countermeasures. 

3.2 Need for Unconventional Approaches to Cyber Security
The motivation for seeking inspiration from other systems is necessary due to the 
observation that cyberspace and inherently cyber security environments are complex. 
In other fields, for instance robotics, analogies to the immune system are exploited 
to design self-organization mechanisms [12]. Biological concepts are central and 
contribute to robust implementations in a range of domains, including computing, 
financial modeling [60] and robotics [61] to name a few. The underlying strengths of 
biological systems lies in their distributed architecture, where autonomous entities 
make local decisions with global implications [62], for instance, the immune system is 
able adapt and self-protect by dynamically creating and destroying mutated or infected 
body cells, as it learns new threats and protects itself and its protective components 
[62]. As virtualization is commonplace in cyberspace, software defined platforms 
and networks rely heavily on it; however, security monitoring becomes harder as the 
attack surface is both new and wider [63]. Thus, the robustness of cyber technologies 
and infrastructures is determined by the quality of underlying virtualization, while 
sophistication of technological resources influence the level of implementations [64]. 

Nature effectively demonstrates self-organization, adaptability, resilience and 
other successful phenomena [65]. The strengths in natural systems reside in the ability 
of autonomous entities to make local decisions, continuously coordinate and share 
information, to maintaining a global form of order [18]. The predator-prey dynamics, 
for instance, highlights the importance and consequences of interactions between two 
species and how the functions of a community depend on the characteristics of that 
community. 

Biological systems have been a subject of research across the computing continuum 
stretching back to the 1980s [66]. In recent years, several surveys [67, 65, 68, 69, 

Table 2: Examples of AI application as defensive and offensive countermeasures.

1 AI Subfield 2 Possible Cyber Utility 
(Defensive)

3 Possible Cyber Utility (Offensive)

4 Expert systems 5 Identifying deceptive media 6 Producing deceptive media

7 Machine learning 8 Threat detection and future 
forecasting of attacks

9 Detection of open-source 
vulnerabilities; countermeasure 
evasion 

Deep learning Attack detection and malware 
identification

Brute forcing existing 
countermeasure, e.g., password

Computer vision Predicting cyber-attacks, detecting 
and identifying vulnerabilities and 
generating patching solutions

Discover new sophisticated and zero-
day attacks

Natural language 
processing

Anomaly detection and Botnet 
identification

Social engineering
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19], have dedicated their efforts towards evaluating biologically-inspired algorithms 
in computing-related applications. With the growth in demand on networked systems 
and reliance on internet connectivity provided through an assortment of devices and 
infrastructures [19], it is imperative that computing systems are adaptive, resilient, 
scalable and robust enough to withstand failure, and dynamic enough to cope with 
changes. Bio-inspired approaches are argued to provide consistency in performance 
over a long period of time [61] and indeed have in common, the complexity attributes 
and the relative success of inter-networked environments [67]. For instance, the self-
organizing (SO) attribute of bio-systems employed in wireless ad hoc networks means 
that clustering of routing nodes enhances the scalability of data-forwarding protocols 
[19]. As such, the network is rendered robust and can adapt to frequent topological 
changes. 

Other works elucidate the genius of Nature by forwarding the argument that 
systems inspired by biology deliver significant results to enable exploration [70] 
and unique advances beyond the imagination of yesteryears [71]. This postulation 
is evident in performance optimization and enhancement of highly distributed and 
heterogeneous environments, such as data centers, grids and clouds [72]. Nonetheless, 
as has been argued in literature, not all assumptions on biological algorithms are  
without limitations [73]. Despite the mentioned limitations, there remains undoubtedly 
a huge potential in the use of bio-inspired methods as unconventional solutions 
to problems in the computing continuum. It is logical to be relatively optimistic 
considering how understanding physiological and ecological factors in biology has 
enabled medical innovation to cure and in some cases, even eradicate diseases [74]. 

Figure 4 is a taxonomic example of bio-inspired approaches distinguished 
according to their physiological and ecological attributes. Phenomena such as the 
evolutionary implications of predation on adaption and counter-adaption, determine 
behaviors in species. Behaviors, including predation risk and cost assessment in 
foraging species [75], change in response to outcomes of interactions between entities 
and their environment [76].

Fig. 4: A taxonomic example of bio-inspired approaches.
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Based upon interactions and behaviors that exist between a predator and its prey, a 
range of innovations have been developed. To this end, [77] applies the predator-prey 
dynamic: the principles of the cost of predation in particular, as a new approach for 
malware prevention. Similarly [78] posits the predator-prey paradigm as the beneficial 
worm (predator) that terminates an intruding worm, and the malicious worm (prey) 
being undesirable in a system. [79] work is grounded on the self-management attributes 
of a zebra herd against predators. [80, 81] aimed to resolve virus and worm challenges 
in distributed systems is based on attributes of successful predators found in predating 
communities. The authors in [82] explain that conventional security approaches 
focus on performing complex analysis on restricted datasets, whereas unconventional 
mechanisms process small amounts of data in a ‘simple distributed fashion’ over a 
wide array of inputs. Many forms of biologically-inspired artificial intelligence 
systems are shown to be successful when applied to an IDS, with Genetic Algorithms 
(GA) being particularly successful [83]. Despite their success, these approaches tend 
to improve on the efficiency of older techniques and many issues, such as single-
entry point analysis remain. When considering the defense of cloud systems against 
network aware malware, it is important to note that such systems now encompass 
multiple nodes based within complex network structures. Whilst conventional 
security defenses (single entry point analysis) are suitable for single machines, new 
unconventional defense systems are required to secure these complex networks. As 
such, the application of distributed biological defense systems to computer networks 
would be more suitable to solve many problems, be it malicious software or others. 

Bio-inspired approaches applied in traditional distributed computing systems 
demonstrate useful characteristics derived from their biological parentage—attributes 
which define origin, development and progression, or ecological; interactional factors 
between organs and organisms in their natural environments, for instance, the design 
of IDSs based upon negative selection of T-cells that bind and kill infected or harmful 
cells [19]. Alternatively, the adaptation of the memory and self-learning mechanism 
employed by B-cells in identifying and destroying pathogens for designing IDSs [19] 
applies to physiological metaphors of the immune system. Given the significant success 
of biological systems, it seems logical to investigate theoretical underpinnings that 
describe the core elements of this chapter, their application as plausible approaches in 
the cyber security continuum. To counteract insecurity, unconventional mechanisms 
and strategies of proactive defense, synonymous with those found in Nature, including 
deceptive strategies, such as honeypots, can be implemented as passive decoys against 
adversaries, or as active lures to distract adversaries [84]. Countermeasures have 
been suggested, including aggressive approaches, such as ‘white worms’ [85], which 
actively pursue malicious software with the intent to destroy it. Deceptive techniques, 
such as address hopping [86] protect data in transit by masking the actual visibility of 
a transmitting device from a possible attacker. 

The following section investigates the biological systems further, considering 
complexity and self-organization in natural systems as possibly fit for cyber security. 
Foremost, this section will present a brief overview of common biological systems 
and their application areas. This will be followed by exploring existing applications 
on computing security in general, followed by an evaluation of concepts’ applicability 
in cyber security. In the subsequence subsections, the predator-prey dynamic, the 
prey’s predations avoidance and anti-predation mechanisms are speculatively applied 
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as a cyber security case scenario. Predation avoidance is speculatively viewed as an 
exploitable mechanism to enable survivability in cyber space. Previous works by 
[87–89] provide comprehensive reviews that contribute towards the unconventional 
context of the current section.

4. Review of Bio-inspired Methods

Among the many works, the authors in [65] present a comprehensive survey of bio-
inspired networking protocols, citing a substantial number of sources alluding to the 
fact that immune-inspired algorithms form the basis for network security, anomaly 
and misbehavior detection [65]. The authors associate epidemiology to content 
distribution in computer networks, including the analysis of worms and virus spreading 
on the internet. In [67] they concur by associating intrusion detection and malware 
propagation with AIS and epidemiology, respectively, as complimentary bio-inspired 
domains. In other works, the authors in [90] proposed a trust and reputation model 
(BTRM-WSN) inspired by the ant colony, as a strategy to leverage trust selection 
according to the most reputable path [92]. Although their model is designed for 
wireless sensor networks, it is reasonable to assume that, the underlying trust model 
can be extended to cloud computing environments by adapting the ant colony system 
[92] in which the paths to fulfill defined conditions are built by leaving pheromone 
residues so that the trailing ants can follow a trusted route. Other models, including the 
Trust Ant Colony System (TACS) [93], AntRep algorithm based on swam intelligence 
[94], Time Based Dynamic Trust Model (TBDTM) [95] to name a few, have been 
proposed for distributed systems. Nevertheless, it is imperative to emphasize the need 
for comprehensive testing and evaluation before their use in cloud environments [96]. 

Inspired by the reliability of gene identification and assignment inherent in 
biological systems, Wang et al. propose the Family-gene-based model for Cloud 
Trust (FBCT) to address existing limitations inherent in PKI-based systems, which 
include challenges in identifying nodes within cloud environments, access control and 
third party authentication system [97]. According to the authors in [99], by adopting 
biological principles in family genes, their model provides solutions for trust in the 
cloud computing domain. Works by [79] explored the use of biological metaphors as a 
basis for designing, modeling and implementation of a cloud-based web service, which 
is able to deal with counter stability issues that arise from long-running processes and 
security attacks [79]. According to the authors, their proposed zebra herd-inspired 
approach not only simplified complex technical challenges, but also enhanced 
new designs for automated self-management processes for system administrators.  
Table 3 summarizes some inspirational bio-systems, categorizing them according to 
their application area, and the strengths and weaknesses of each system. 

Faced with a combination of persistent and sophisticated adversaries, it is 
important that cyber security countermeasures are developed, based on the foundations 
harvested from Nature. Existing solutions simply fail as they do not adapt and escalate 
their security strategies to counteract the intensity and shear aggressiveness of an 
adversary [98]. [26] suggest security countermeasures as only successful in traditional 
networks. Thus, these authors postulate the rise in popularity of Adaptive Cyber 
Defense (ACD) approaches, such as bio-inspired systems, based upon their ability to 
optimize unpredictability and maximize the adaptive configurations in attack surface, 
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Table 3: Summary of bio-inspired approaches in cyber environments.

Algorithm Description Application Author

Multiple Sequence 
Alignment (MSA) algorithm

Protein structure Web traffic classification and 
sequence alignment

[101]

IDS detector optimization 
algorithm with co-evolution 

Co-evolution in 
populations

Optimizing IDS intrusion 
detection

[102]

Data Security strategy for Immune systems Stored data security [103]

Secure Data Storage Physiological & 
behavioral patterns

Biometric authentication cloud 
stored data

[104]

AIS for phishing Detection T-lymphocytes life 
cycle

Phishing detection for e-mails [105]

Integrated Circuit Metrics 
(ICMetrics) 

Human properties 
and features

High entropy public/private 
key generation scheme

[106]

Biologically-inspired 
Resilience

Cells and organisms 
(sea chameleon)

Manages cloud security & 
leverage resilience

[98, 107]

Data Hiding for Resource 
Sharing Based on DNA 

DNA sequences Data hiding for confidentiality 
and integrity of cloud data

[108]

Organic Resilience Approach 
for assuring resiliency against 
attacks and failure 

Immunology 
(inflammation & 
immunization)

Threat detection, automated 
re-organization for assurance

[109]

Security based on face 
recognition

Facial features Authentication and 
authorization

[110]

Family-gene-based model for 
Cloud Trust (FBCT)

Gene identification 
and assignment

User authentication, access 
control and authorization

[111]

Agent of network danger 
evaluation

Immune system [112]

Supervised learning classifier 
with real-time extraction 
(UCSSE)

Genetic-based 
machine learning

Adaptive and automatic 
signature discovery in IDS

[113]

Fraud detection and 
improper use of both 
computer system and 
mobile telecommunication 
operations

Immune system Monitoring and detection of 
fraudulent intruders

[114]

Extension of predator prey 
model

Predator-prey 
communities

Tackles automated mobile 
malware in networks

[80]

Computer immune system Innate immune phase IDS mimics immune antigens 
to create signature strings

[115]

AntNet Ant colony 
optimization 
algorithm & OS 
theory

Agents concurrently traverse 
a network and exchange 
information synonymous with 
stigmergy in insects

[116]

thereby raising the cost of an attack for the adversary [26]. Complexity, large-scale 
virtualization and the extremely distributed nature of the cyberspace means that 
accountability, auditability and trust in such ubiquitous environments becomes pivotal 
[99, 100].
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Current examples of classic bio-inspired approaches in the computing continuum 
include theories and algorithms. According to [66], algorithms are useful for describing 
systems with discrete state space, i.e., how and why systems transition occurs [66]. 
For instance, algorithms based on mechanisms governing the behaviors of ant 
colonies, human immune system, bees swarming, fish, predator and prey interactions 
and communities, etc., have been modeled to produce highly efficient, complex and 
distributed systems [71]. Prominent areas in computing where bio-inspired algorithms 
have been applied include, but is not limited to, autonomic computing [117], artificial 
life [118], biomimetic [119], organic computing [120], and genetic algorithms [121]. 
In addition, theories such as the Self and Non-self, and Danger Theory [62], have been 
coined with their primary premise on inspirations from biology. Further developments in 
bio-inspired approaches also necessitated the formalization of the Concurrency Theory 
as a formal framework for modeling parallel, distributed and mobile systems [66]. In 
the ensuing subsection, we will highlight bio-inspired approaches applied in solving 
security issues in distributed and cloud computing systems. Bio-inspired approaches 
in this context imply mechanisms employed to facilitate and/or enhance the protection 
of data in distributed systems; as related to networked workstations and servers, the 
network itself including communication devices, etc., and cloud computing.

4.1 Bio-inspired Approaches
Artificial natural immune systems are applied in a variety of areas, and particularly 
lauded for its success in IDS [102]. Immune detectors determine the performance of 
the detection component of the immune system, a core component of the immune 
system [122]. Several works, including [112, 115, 123, 124] to name a few, employ 
immune-inspired approaches for developing computer security mechanism-based on 
the self-adaptive, self-learning, self-organizing, parallel processing, and distributed 
coordination attributes of AISs. In addition, the authors in [105] propose AIS phishing 
detection is inspired by part of the immune system’s response mechanism to pathogens; 
immature T-lymphocytes life cycle. By generating memory detectors from a static 
training data set and immature detectors through mutation, the proposed system 
detects incoming phishing e-mails through memory detectors, while the immature 
detectors detect phishing e-mails with unknown signatures. Fang et al. posit the notion 
that their proposed systems performed well in phishing detection. Nonetheless, the 
authors contend to the fact that using a static instead of dynamic fire-threshold value on 
their detectors, their system suffers from deficiencies [105]. Similarly, [125] explore 
the use of immune-inspired concept of apoptosis for in computer network security, 
which essentially describes the immune system’s programmed action of destroying 
infected or mutated cells [125]. A comprehensive review of phishing e-mail-filtering 
techniques is presented by [126], while works by [127] review current literature and 
present a range of solutions proposed against identified attacks. 

Genetic algorithms (GA) are stochastic search methods inspired from principles 
in biological systems where problem solving is indirect through an evolution of 
solutions, with subsequent generations of solutions in turn yielding the best solution to 
a problem [128]. Along similar lines, [129] proposed GTAP gene-inspired algorithm 
for user authentication where users from a ‘family’ are identified by a unique gene 
certificate (synonymous with unique signatures) and users are authenticated upon 
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a positive analysis of their gene code [129]. According to the authors, simulation 
results for GTAP demonstrated superiority in safety and security by countering the 
deficiencies in safety passwords and ambiguity of subject information in certificates 
presented in traditional mechanisms [129]. In other works [130], genetic algorithms 
are implemented in cryptography to evaluate and enhance the complexities of 
the encryption systems. An interested reader is referred to a complete guide for 
cryptographic solutions for computer and cyber security presented by [131]. In 
cryptanalysis, where an attack mechanism in implemented to assess the strength of an 
encryption system, GA are argued to be highly successful in substitution ciphers [132] 
and transposition ciphers [133]. Although neural networks are generally popular in 
pattern recognition and classification and noise filtering, they are useful in other areas, 
including the use of biometrics in security [128]. The key to their success is their 
accuracy in feature extraction and efficiency in classification, i.e., low rejection rate 
and high positive classification [128]. Along these lines, [134] proposed the Network 
Nervous System as a mechanism for effective protection against distributed denial 
of service (DDoS) attacks, based on the biological metaphor of the human central 
nervous system; distributed information gathering and processing, coordination and 
identification activities. Their work rests on the basis that traditional security tools 
fail to cope with the escalating power of attacks on computing infrastructures [134]. 

Ant colonies have been applied for routing traffic optimization; for instance,  
in works by [116] who evaluate an optimization algorithm, AntNet, in which  
agents concurrently traverse a network and exchange information synonymous with 
stigmergy in insects. According to the authors, this algorithm exhibited superior 
performance in contrast to its competitors [135]. [136] proposed FBeeAd-Hoc as a 
security framework for routing problems in mobile ad hoc networks (MANET) using 
fuzzy set theory and digital signature [136]. Works by [80] extend on previous work on 
the predator model, to propose countermeasures against automated mobile malware in 
networks. The author proposes additional entities, including immunization, persistent 
and seeking predators, modeled from the self-propagating, self-defending and 
mobility attributes found in predating animals as solutions to challenges mentioned 
above. Their works premise on the notion that traditional countermeasures, which 
are generally centralized, fail adequately to solve security challenges existing in 
distributed systems [80]. According to the authors, their model does not only counter 
effect malware attacks on a computer, but effectively distributes updates and patches 
to the infected computer, which in essence immunizes it from future attacks [80]. 
[137] suggest the use of predator models as inspirational solutions against viruses and 
worms. 

4.2 Considerations Before Applying Bio-inspired Approaches
Before biological systems are applied, there are several problems that should be 
considered. A panel discussing issues concerning biological security systems [82] 
describes a number of these. The first and perhaps most important is that biological 
systems and computer systems do not share an end goal. Whereas biological systems 
aspire to survive, the goal of many computer systems is to accomplish a computational 
task. This would serve to create doubt as to whether the model would remain effective 
when its goals are not the same. The authors [82] suggest that the survival of biological 
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systems is an inherent issue within computer systems for the reason that biological 
systems will perform sacrifices to achieve the goal of survival, while in computer 
networks, downtime from a system is not something that is permitted, particularly 
if there is sensitive data that is to be protected. It is then argued that to achieve the 
characteristics wanted from biological systems (self-repair, organization, defense), 
then the whole system must be implemented; not just small sub-systems. This may be 
regarded as difficult if the systems may not be implemented properly due to contrasting 
goals. Nonetheless, it may be argued that software defined systems (SDS) maybe a 
useful link for integrating unconventional applications, platforms and infrastructures 
and managing them via APIs. Hence, developing cyber-security solutions should 
consider the diversity of entities in cyberspace and the dynamic changes diversity 
brings, i.e., requirement, goal, security, survivability, etc. Integrating self-awareness, 
self-adaptation, self-organization, to name a few, into cyberspace enables adaption to 
change at run-time. 

5. Prey-inspired Survivability

Survivability in cyber environments, as in Nature, is affected by a range of factors, 
including interactive high-order behaviors of both human factors and actors. 
Asymmetric warfare theory [138] makes the human factor/actor more apparent by 
alluding to time and stealth advantage that attackers possess. The human factor/actor 
is demonstrated in the cyber context by the possibility for side-channel attackers to 
implant arbitrary code into a neighbor’s VM environment with little to no chances of 
detection [139, 140]. Considering the above, it is necessary to pose the question of 
how to best evaluate cyber infrastructure’s survivability. This is a common challenge 
in complex and time-varying systems and requires methodological-evaluation 
approaches that accommodate intermediary states that cyberspace resembles. As 
[141] suggest, the traditional binary view of survivability as ineffective in complex 
environments. 

Clearly, the complexity of evaluating and later assuring survivability in cyber 
environments is currently a challenging issue and requires a composite approach. 
There is an urgent need to combine traditional and complex formalisms to enhance 
secure deployment, provision and access to cyberspace systems. This chapter 
suggests drawing parallels between predation avoidance in animal communities and 
capabilities of security systems to survive compromise in cyberspace environments, 
in which the goal is to protect the assets by hiding its visibility and increasing the 
complexity of being observed. By increasing the complexity of an asset, this adeptly 
increases the cost of an attack, increases the complexity of executing an exploit and 
gives an advantage to the defender [142]. In [143]’s model, for instance, deceptive 
measures are employed to enhance intelligence for the defender, while thwarting an 
adversary’s capabilities to observe, investigate and learn about a target. Predator-
Prey Systems (PPS) demonstrate complex relationships through interacting entities 
in which one depends on the other for food and survival [144]. Nevertheless, evidence 
in literature suggests that predator-prey models have found limited application in core 
cyber security domains, including cloud computing security systems. Thus, predator-
prey analogies can be developed to capture unique diversification mechanisms which 
ensure survivability in both homogeneous and heterogeneous prey species. 
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5.1 Anti-predation and Predation Avoidance Mechanisms for Cyber 
Security

The presence of strong predation-avoidance responses in Nature’s prey species 
demonstrates that past species interactions affect present distributions and may 
play an important role in the ongoing assembly of contemporary communities. 
Such avoidance behaviors in a growing number of species fundamentally alters our 
view of the processes affecting species distributions and the process of community 
assembly [145]. In vervet monkey (Cercopithecus aethiops), vigilance is an anti-
predator behavior shared between males and females; however much, with higher 
levels of vigilance is performed by males who spend more time on treetops [146]. 
The importance of vigilance in vervet groups provides the best chances of survival by 
reducing the risk for individuals. On the other hand, consideration in group size effect 
highlights an overall increase in vigilance in larger group sizes and improved reaction 
to approaching predators. Furthermore, flight, alarm calls and response to alarm calls 
in vervet are adapted as responses to alarm calls associated with specific predator 
species [147]. As in fishes, alarm signals in vervet monkeys perform multiple-duties, 
ranging from predator deterrents, or distress signals to call in mobbers [148]. 

Social behaviors in Thomson’s gazelles, such as their alert posture, galloping, 
stotting, and soft alarm calls are argued to release alertness and flight information 
to avoid predation [149]. In some rare cases, adult Thomson gazelles (Eudorcas 
Thomsonii) will attempt to evade predators by lying down, yet in some instances, 
mothers are known to adopt aggressive defense strategies to divert predators from 
hunting their fawns [150, 149]. According to the authors, Thomson gazelles generally 
do not fight back predators when hunted [149]. As noted by [151], predation avoidance 
in Thompson gazelles is also associated with their grouping behaviors, i.e., larger 
groups have improved predator detection capabilitie, and their vulnerability factor 
against their greatest predator; cheetah (Acinonyx jubatus), significantly reduces in 
larger groups. Evidence in literature supports the claim that totting in Thompson 
gazelles is a vital tool for avoiding predation. 

Evidence in literature supports the claim that stotting in Thompson gazelles is a 
vital tool for avoiding predation as evidenced from the hypothesis of using stotting to 
startle or confuse a predator and as an anti-ambush evasion technique (Caro, 1986). 
Evidence in from Heinrich’s (1979) works suggests at least five predation-avoidance 
strategies employed by caterpillars (Pyrrharctia Isabella) against predating birds—
restrict their feeding to underside of leaves, forage at night, use leaves for movement 
while foraging, distance themselves from an unfinished leaf, or snip it off altogether 
[152]. Like vervet and Thomson’s gazelle communities discussed above, group 
living is argued to positively enhance an individual’s protection, as warning signals, 
defensive movement and regurgitating noxious chemicals may increase survivability 
[153]. Indeed, this is true considering the activities of males in vervet communities, 
who take up high positions on treetops to scan their surroundings and raise alarms 
when they detect predation threats. Thus, males are functionally associated with 
observation, vigilance and are perceived as most active against predators [146]. 

The choice of predation avoidance or anti-predation mechanism is hugely 
important in Meerkat (Suricata suricatta) communities as they live under high 
predation pressures, while occupying challenging foraging niche [154]. As such, 
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social learning (developed and molded by experience) and effective co-operation 
initiate key survival behaviors, including fleeing non-specific predators, mobbing 
against predating snakes, functional referential alarm calls, or running to bolt holes 
in response to aerial predators [154]. In addition, Meerkat depend hugely on group 
living through communal vigilance [155], which, unlike response to alarm calls, 
avoids imminent predation; vigilance occurs in the absence or presence of a predator 
or danger [156]. Zebras’ fleeing responses to predating lions are described according 
to their proactive responses to a prior assessed risk level and reactive responses when 
predation is imminent [157]. According to the authors, responses against predation 
also extend to elusive behaviors, where zebras remove themselves as far away from 
an encounter habitat (usually waterholes) as possible. In contrast to animal prey, plant 
prey significantly their predation cost to potential predators as the handling time and 
processing of plant tissue is more taxing. In the following, the current section will 
focus upon five successful prey species to explore survival mechanisms. Vigilance, 
alarm calls, mobbing and group living are anti-predator behaviors shared among 
vervet monkeys (Cercopithecus aethiops). Within this community, vervet males are 
associated with higher levels of vigilance [146]. Vigilance in larger groups increases, 
which improves reaction to approaching predators. Furthermore, flight and response 
in vervets is adapted to alarm calls associated with specific predator species [147]. 
Survival techniques employed by prey entities include changes in functioning, 
behaviors and structure, enabling them to avoid detection and hence, predation. The 
foregoing is summarized in Table 4 where survival mechanisms for each natural 
community is distinguished as either a predation-avoidance behaviour or an anti-
predator technique. Predation avoidance and anti-predation mechanisms describe the 
main objectives of diversification, which in turn define how prey species behave to 
improve selection and survivability [158]. Anti-predation mechanisms describe prey 
techniques, which reduce the probability of predation, while predation avoidance 
describes the mechanism that the prey uses to remove itself from the same habitat as 
the predator. 

Based upon the above, it is possible to develop analogies to capture unique 
diversification mechanisms that ensure survival in both homogeneous and heterogeneous 
prey species. Both mechanisms (predation avoidance and anti-predation) describe the 
main objectives of diversification, which define how prey species behave in order to 
improve selection and survivability [158]. As killing of prey by predators is a focus 
of mathematical modeling as it is easily observable, [159] suggests that anti-predation 
behaviors is most critical to prey survival. 

Mechanisms for cyber security and cyber environments would thus consider 
both, the subjective and objective selection of anti-predator and predation-avoidance 
mechanisms (techniques and behaviors). Mechanisms may exist as specific (where 
mechanisms are effective against a specific predator), or non-specific (where strategies 
are effective against all predators) [160]. Exploiting prey-survival attributes as a 
blueprint for designing processes and mechanisms for cyberspace offers the following 
benefits: 
 • Survivable preys possess unique attributes that are well adapted to their 

environments. One may conceptualize the design of cyber agents capable of 
escaping and/or counter-attacking a ‘predator’. [161]’s mathematical formulations 
illustrate this efficacy. 
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 • Survivable prey species possess strong and successful mechanisms that 
demonstrate the far-reaching implications that historical interactions have on 
future species [145]. By understanding such mechanisms, it is possible to adopt/
adapt such processes for future cyber security. 

 • Prey analogies that characterize non-extinct prey can be developed. [79] explored 
the use to biological metaphors for designing, modeling and implementing a web 
services capable of counteracting stability issues that arise from long-running 
processes and security attacks. Moreover, cloud computing, itself a core element 
of cyberspace, is a metaphor for the internet [162] where services are provided as 
metered resources in electricity-like manner [163].

 • Developing analogies from Nature requires methodological approaches to 
translate apt prey functions for cyber security environments [89]. This requires an 
understanding of relationships between the complexity of prey systems and their 
local stability; Theoretical ecology [164] provides an in-depth knowledge in this 
domain. Moreover, the complexity theory [165] proves the basis to deconstruct 
the complexity of cyberspace and Nature systems.

6. Research Directions in Survivability Assurance in Cyberspace

Recent trends towards bio-inspired designs have ushered in the development of 
methods for creating analogies to combine attributes or objectives in multi-domain 
systems in a formal manner [166]. BioTRIZ [167, 168] and other analogical reasoning 
tools summarized in the table below are some common examples. While conceptual 
design (CD) provides insights into the functions, working principles and a general 

Table 4: Examples of prey survival mechanisms.
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layout of a system’s structure [169] are deficient since a one-to-one transfer of Nature 
concepts to cloud computing requires lateral thinking. 

On the other hand, TRIZ (the theory of inventive problem solving) is a useful 
systematic methodology that provides logical approaches for innovative and inventive 
creations [170]. TRIZ has been adapted to suit other environments, such as information 
technology [171]. To capture key characteristics from Nature, this paper follows 
Beckmann’s approach [172], but specifically focuses upon cloud computing rather 
than information technology in general. Since the original TRIZ principles provide 
abstract solution models [172], any new labels (we term prey-centric and cloud-
centric) are also abstract. Hence, any further developments generate further minute 
abstract solutions. 

As postulated by [172], abstraction means that TRIZ principles are applicable 
in a wide range of fields. TRIZ provides the added capacity to identify a solution 
[172], whereupon conceptual solutions can further be developed into specific factual 
solutions. Indeed, conceptualising solutions are informed by identified specific 
problems, which in turn inform the choice of the problem-solving approach and tool.

Existing analogical design approaches rely largely on thematic mapping processes 
and subjective choices of the components of a biological system or sub-systems, as 
by focusing upon the impact of ecological diversification [173], population dynamics 
[174], or simple constructs of an arms race [175]. This suggests the wrong notion 
that analogical design requires comprehensive understanding of cyber security 
technologies, but just the basics of the arms race [176]. In fact, as [177] argues, the 
designer’s knowledge of both domains helps to infer information that facilitates bio-
inspired designs from a problem or solution-driven perspective. Hence, the concept 
of analogies mentioned in this chapter proffer that, given an old problem (Pold), i.e., 
predate-survive dynamic, with an old solution (Sold), i.e., predation-avoidance and anti-
predation, a new problem (Pnew), i.e., cyberspace survivability can be conceptualized 
with new partial and perhaps null solutions (Snew), i.e., prey-inspired predation 
avoidance analogies in the solutions space sold to Snew. 

Designing cyber-security solutions should consider the diversity of entities and 
the dynamic changes diversity brings, i.e., requirement, goal, security, survivability, 

Table 5: Comparison of analogy development methods.

10 Design Method 11 Description 12 Is knowledge of bio-
system required? 

13 Functional Modeling 14 Well defined categories and scale to 
develop functional models

15 Yes

16 BioTRIZ 17 Allows invention to solve problems 
with contradiction 

18 No

19 BID Lab Search Tool 20 Natural language processing tool to 
search bio-words using engineering 
words

21 No

22 Biology Thesaurus 23 Extensible to a range of tools other 
than functional methods

24 Undefined

25 IDEA-INSPIRE & 
DANE

26 Provides organized database for bio-
design

27 Undefined
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etc. Integrating self-awareness, self-adaptation, self-organization, to name a few, 
into cloud environment design enables service composition to adapt to changes at 
run-time. On the one hand, underlying designs cannot be static and inadequate for 
synthesizing dynamic and distributed service compositions. On the contrary, designs 
should enable distributed coordination of entities necessary to achieve agreeable levels 
of survivability. In addition to integrating the three selves (self-aware, self-configure, 
self-organize), automation supports necessary adaptation; for instance, at design time, 
holistic synthesis of the cloud logic entails automated and fully distributed coordination 
of the involved entities and services. During execution, automation facilitates adaptation 
through ‘self-attributes’ synthesizing dynamically-evolving entities. Multi-agent-based 
systems are lauded for complex behaviors among interacting autonomous agents. By 
extending multi-agent capabilities into cyber environments, challenges, including 
security, survivability and availability, can be better managed. As suggested by [178], 
integrating multi-agent technologies can unlock even higher performing, complex, 
autonomous and intelligent applications and scalable yet reliable infrastructures. 

Key Terminology and Definitions

Bio-inspired: Inspired by methods and mechanisms in biological systems, this is 
a short version for biologically inspired, a cross-domain field of study that aims to 
bring together cross-domain concepts, methods, techniques, etc. Common areas of 
study include evolution (genetic algorithm), ants and termites (emergent systems), life 
(artificial life and cellular automata), immune system (artificial immune system), etc. 
Artificial Life: This bio-inspired domain pertains to study of systems that have 
relation to natural life. Also, commonly referred to as Alife, this domain encompasses 
experimentation; simulation and modeling, of natural life processes (e.g., adaptive 
behaviors) and its evolution. For instance, one would study in biological life in order 
to construct a system that behaves like a living organism. 
Cyber Security: Cyber security is a continuum of technologies and innovations 
for ensuring and assuring the security of data and networking technologies, the 
approach and actions associated with security risk management processes followed 
by organizations and states to protect confidentiality, integrity and availability of data 
assets used in cyberspace. The concept includes guidelines, policies and collection 
of safeguards, technologies, tools and training to provide best protection for state of 
cyber environment and its users. 
Cyber Defense: This refers to mechanisms (tools, techniques and strategies) 
implemented to defend cyberspace, especially critical infrastructure against malicious 
and potentially catastrophic attacks. Proactive cyber defense includes implied 
mechanisms implemented in anticipation of an attack. Aggressive cyber defense is 
a form of proactive defense whereupon ethical hackback aims to fight back attackers 
with an aim to frustrate and increase cost of attacks, track source of attack, or even 
destroy attack capabilities. 
Survivability: Survivability has traditionally been described as a mission, i.e., a 
capability of a system to provide services in a timely manner, bearing in mind that 
precautionary countermeasures will fail. Dependability is a property for a computing 
system to rely upon for delivery of a service placed upon it.
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Machine Learning: ‘Machine learning is the science of getting computers to 
learn and act like humans do and improve their learning over time in autonomous 
fashion, by feeding them data and information in the form of observations and real-
world interactions. It is part of research on artificial intelligence, seeking to provide 
knowledge to computers through data, observations and interacting with the world. 
That acquired knowledge allows computers to correctly generalize to new settings’ 
[179]. 
Predator-prey: ‘An interaction between two organisms of unlike species in which 
one of them acts as predator that captures and feeds on the other organism that serves 
as the prey. In ecology, predation is a mechanism of population control. Thus, when 
the number of predators is scarce the number of preys should rise. When this happens, 
the predators would be able to reproduce more and possibly change their hunting 
habits. As the number of predators rises, the number of prey decline’ [180].

References

 [1] Betz, D.J. and Stevens, T. (2013). Analogical reasoning and cyber security. Secur. Dialogue 
44(2): 147–164. 

 [2] Schatz, D., Bashroush, R. and Wall, J. (2017). Towards a more representative definition of 
cyber security. Journal of Digital Forensics, Security and Law 12(2): 8.

 [3] Klimburg, A. (2012). National Cyber Security Framework Manual. 
 [4] BBC online UK, ‘Vodafone Germany hack hits two million customers’, BBC. [online]. 

Available: https://www.bbc.co.uk/news/technology-24063621. [Accessed: 10-Jun-2018].
 [5] BBC online UK, ‘TalkTalk hack’ ‘affected 157,000 customers’, BBC, 2015. [online]. Available: 

https://www.bbc.co.uk/news/business-34743185. [Accessed: 10-Jun-2018].
 [6] BBC online UK, ‘Dixons Carphone admits huge data breach’, BBC, 2018. [online]. Available: 

https://www.bbc.co.uk/news/business-44465331. [Accessed: 13-Jun-2018].
 [7] Ghoneim, A., Muhammad, G., Amin, S.U. and Gupta, B. (2018). Medical image forgery 

detection for smart healthcare. IEEE Commun. Mag. 56(4): 33–37. 
 [8] Iso Iec. (2005). BS ISO/IEC 27002:2005 Information technology—Security techniques—

Code of practice for information security management. ISO, p. 130. 
 [9] Von Solms, R. and Van Niekerk, J. (2013). From information security to cyber security. 

Comput. Secur. 38: 97–102. 
 [10] Foote, R. (2007). Mathematics and complex systems. Science 318(5849): 410–412. 
 [11] Wen, G., Yu, W., Yu, X. and Lü, J. (2017). Complex cyber-physical networks: From 

cybersecurity to security control. J. Syst. Sci. Complex 30(1): 46–67. 
 [12] Polack, F.A.C. (2010). Self-organisation for survival in complex computer architectures. Lect. 

Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics) 
6090 LNCS: 66–83. 

 [13] Vermesan, O. and Friess, P. (2014). Internet of Things Applications—From Research and 
Innovation to Market Deployment. 

 [14] Alam, S., Sogukpinar, I., Traore, I. and Coady, Y. (2014). In-cloud malware analysis and 
detection: State of the art. pp. 473–478. In: Proc. 7th Int. Conf. Secur. Inf. Networks—SIN ’14.  

 [15] Miorandi, D., Sicari, S., De Pellegrini, F. and Chlamtac, I. (2012). Internet of things: Vision, 
applications and research challenges. Ad Hoc Networks 10(7): 1497–1516. 

 [16] Tewari, A. and Gupta, B.B. (2017). A lightweight mutual authentication protocol based on 
elliptic curve cryptography for IoT devices. Int. J. Adv. Intell. Paradig. 9(2-3): 111–121. 

 [17] Hoverman, J.T. and Relyea, R.A. (2009). Survival trade-offs associated with inducible 
defences in snails: The roles of multiple predators and developmental plasticity. Funct. Ecol. 
23(6): 1179–1188. 

 [18] Sayed, A.H. (2014). Adaptive networks. Proc. IEEE 102(4): 460–497. 

https://www.bbc.co.uk
https://www.bbc.co.uk
https://www.bbc.co.uk


98 Machine Learning for Computer and Cyber Security

 [19] Zheng, C. and Sicker, D.C. (2013). A survey on biologically inspired algorithms for computer 
networking. Commun. Surv. Tutorials, IEEE 15(3): 1160–1191. 

 [20] Smith, C.L. (1979). Fundamentals of control theory. Chemical Engineering (New York) 
86(22): 11–39. 

 [21] Landau, I.D. (1999). From robust control to adaptive control. Control Eng. Pract.  
7: 1113–1124. .

 [22] Andersson, J., De Lemos, R., Malek, S. and Weyns, D. (2009). Modeling dimensions of self-
adaptive software systems. pp. 27–47. In: Lecture Notes in Computer Science (including 
subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), Vol. 
5525 LNCS. 

 [23] Zissis, D. and Lekkas, D. (2012). Addressing cloud computing security issues. Futur. Gener. 
Comput. Syst., Vl 28(3): 583–592. 

 [24] Hausken, K. and He, F. (2016). On the effectiveness of security countermeasures for critical 
infrastructures. Risk Anal. 36(4): 711–726. 

 [25] Checkland, P. (1981). Systems Thinking, System Practice. 
 [26] Cybenko, G., Jajodia, S., Wellman, M.P. and Liu, P. (2014). Adversarial and Uncertain 

Reasoning for Adaptive Cyber Defense: Building the Scientific Foundation, Springer, pp. 1–8.
 [27] Virvilis, N. and Gritzalis, D. (2013). The big four—what we did wrong in advanced persistent 

threat detection? pp. 248–254. In: Availability, Reliability and Security (ARES), 2013 Eighth 
International Conference on. 

 [28] Harknett, R.J. and Stever, J.A. (2011). The new policy World of Cybersecurity. Public Adm. 
Rev. 71(3): 455–460. 

 [29] Wang, W. and Lu, Z. (2013). Cyber security in the Smart Grid: Survey and challenges. Comput. 
Networks 57(5): 1344–1371. 

 [30] C.A. (2016). The Eight Providers that Matter Most and How They Stack Up. The Forrester 
WaveTM. 

 [31] Shahriar, N., Ahmed, R., Chowdhury, S.R., Khan, A., Boutaba, R. and Mitra, J. (2017). 
Generalized recovery from node failure in virtual network embedding. IEEE Trans. Netw. 
Serv. Manag. 14(2): 261–274. 

 [32] Ren, S. et al. (2013). A coordination model for improving software system attack-tolerance and 
survivability in open hostile environments. Int. J. Adapt. Resilient Auton. Syst. 3(2): 175–199. 

 [33] Baheti, H. and Gill, R. (2011). Cyber—Physical Systems. The Impact of Control Technology, 
pp. 161–66.

 [34] HM Government. (2010). A Strong Britain in an Age of Uncertainty: The National Security 
Strategy, Vol. 16, No. Supplement. 

 [35] Joint Committee on the National Security Strategy. (2016). National security strategy and 
strategic defence and security review. First Rep. Sess. 2016–17, Vol. HL, Paper 1, No. HC 
153: 1–96. 

 [36] Mount, M. and Quijano, E. (2009). Iraqi insurgents hacked predator drone feeds, U.S. official 
indicates. CNN. [online]. Available: http://www.cnn.com/2009/US/12/17/drone.video.
hacked/.

 [37] Langner, R. (2013). To Kill a Centrifuge: A Technical Analysis of What Stuxnet’s Creators 
Tried to Achieve, Arlington, VA Langner Gr., pp. 1–36. 

 [38] Ryan, Y. (2011). Anonymous and the Arab uprisings. Aljazeera.com, pp. 1–5. 
 [39] Segal, A. (2015). Net {Politics} » {The} {UN}’s {Group} of {Governmental} {Experts} on 

{Cybersecurity}. Council on Foreign Relations—Net Politics. 
 [40] Hurwitz, R. (2012). Depleted trust in the cyber commons. Strateg. Stud. Q. VO 6(3): 20. 
 [41] Fidler, D.P. (2016). Cyberspace, terrorism and international law. J. Confl. Secur. Law  

21(3): 475–493. 
 [42] United States Defense Force. (February 2013). Joint Publication 3–12 Cyberspace Operations. 

United States Def. Force 12: 62. 
 [43] Pun, D. (2017). Rethinking espionage in the modern era. Chic. J. Int. Law 18(1).
 [44] Osnos, E., Remnick, D. and Yaffa, J. (2017). Trump, putin and the new cold war. New Yorker 

1: 1–77. 
 [45] PwC and BAE. (2017). Operation Cloud Hopper. PwC Web Site.

http://www.cnn.com
http://www.cnn.com


A Bio-inspired Approach to Cyber Security 99

 [46] Gupta, B.B., Yamaguchi, S. and Agrawal, D.P. (2017). Advances in security and privacy of 
multimedia big data in mobile and cloud computing. Multimed. Tools Appl.

 [47] Zhang, B.B., Sun, Z., Zhao, R., Wang, C., Chang, J. and Gupta, C.K. (21017). CyVOD: A 
novel trinity multimedia social network scheme. pp. 18513–18529. In: Multimedia Tools and 
Applications. 

 [48] Deeks, A. (2016). Confronting and adapting: Intelligence agencies and international law. 
SSRN Electron. J.

 [49] Cooter, R. (1998). Expressive law and economics. J. Legal Stud. 27(S2): 585–607. 
 [50] Greibach, S. (2010). Lecture Notes in Computer Science. 
 [51] Magoulas, G.D. and Prentza, A. (2001). Machine learning in medical applications.  

pp. 300–307. In: Machine Learning and Its Applications: Advanced Lectures. 
 [52] Delen, D., Walker, G. and Kadam A.a. (2005). Predicting breast cancer survivability: A 

comparison of three data mining methods. Artif. Intell. Med. 34(2): 113–127. 
 [53] Kourou, K., Exarchos, T., Exarchos, K., Karamouzis, M. and Fotiadis, D. (2015). Machine 

learning applications in cancer prognosis and prediction. Computational and Structural 
Biotechnology Journal 13: 8–17. 

 [54] Shukla, N., Hagenbuchner, M., Win, K.T. and Yang, J. (2018). Breast cancer data analysis for 
survivability studies and prediction. Comput. Methods Programs Biomed. 155: 199–208.

 [55] Allen, G. and Chan, T. (2017). Artificial intelligence and national security. Belfer Cent. Sci. 
Int. Aff.

 [56] Silver, D. et al. (2017). Mastering the game of Go without human knowledge. Nature 
550(7676): 354–359. 

 [57] Tyugu, E. (2011). Artificial intelligence in cyber defense. 2011 3rd Int. Conf. Cyber Confl.,  
pp. 1–11. 

 [58] Patil, P. (2016). Artificial intelligence in cyber security. Int. J. Res. Comput. Appl. Robot.  
4(5): 1–5. 

 [59] Hallaq, B., Somer, T., Osula, A.-M., Ngo, K. and Mitchener-Nissen, T. (2017). Artificial 
intelligence within the military domain and cyber warfare. Eur. Conf. Inf. Warf. Secur. 
ECCWS, pp. 153–157. 

 [60] Brabazon, A. and O’Neill, M. (2006). Biologically inspired algorithms for financial modelling. 
Springer Science & Business Media.

 [61] Oates, R., Milford, M., Wyeth, G., Kendall, G. and Garibaldi, J.M. (2009). The implementation 
of a novel, bio-inspired, robotic security system. pp. 1875–1880. In: Robotics and Automation, 
2009. ICRA’09. IEEE International Conference on. 

 [62] Sobh, T.S. and Mostafa, W.M. (2011). A co-operative immunological approach for detecting 
network anomaly. Appl. Soft Comput. 11(1): 1275–1283.

 [63] Ziring, N. (2015). The future of cyber operations and defense. Warfare 14: 1–7. 
 [64] Low, C., Chen, Y. and Wu, M. (2011). Understanding the determinants of cloud computing 

adoption. Ind. Manag. Data Syst. 111(7): 1006–1023. 
 [65] Dressler, F. and Akan, O.B. (2010). A survey on bio-inspired networking. Comput. Networks 

54(6): 881–900. 
 [66] Priami, C. (2009). Algorithmic systems biology. Commun. ACM 52(5): 80–88. 
 [67] Meisel, M., Pappas, V. and Zhang, L. (2010). A taxonomy of biologically inspired research in 

computer networking. Comput. Networks 54(6): 901–916. 
 [68] Nakano, T. (2011). Biologically-inspired network systems: A review and future prospects. 

Syst. Man, Cybern. Part C Appl. Rev. IEEE Trans. 41(5): 630–643. 
 [69] Ribeiro, C.C. and Hansen, P. (2012). Essays and surveys in metaheuristics, Vol. 15, Springer 

Science & Business Media. 
 [70] Thakoor, S. (2000). Bio-inspired engineering of exploration systems. J. Sp. Mission Archit. 

2(1): 49–79. 
 [71] Hinchey, M. and Sterritt, R. (2012). 99% (biological) inspiration. pp. 177–190. In: Conquering 

Complexity. 
 [72] Wakamiya, N. and Murata, M. (2007). Bio-inspired analysis of symbiotic networks. Springer, 

pp. 204–213.



100 Machine Learning for Computer and Cyber Security

 [73] Breza, M. and McCann, J. (2008), Lessons in implementing bio-inspired algorithms on 
wireless sensor networks. pp. 271–276. In: Adaptive Hardware and Systems, 2008. AHS’08. 
NASA/ESA Conference on. 

 [74] Levy, S.B. and Marshall, B. (2004). Anti-bacterial resistance worldwide: causes, challenges 
and responses. Nat. Med. 10: S122–S129.

 [75] Higginson, A.D. and Ruxton, G.D. (2015). Foraging mode switching: The importance of prey 
distribution and foraging currency. Anim. Behav. 105: 121–137. 

 [76] DiRienzo, N., Pruitt, J.N. and Hedrick, A.V. (2013). The combined behavioural tendencies of 
predator and prey mediate the outcome of their interaction. Anim. Behav. 86(2): 317–322. 

 [77] Ford, R., Bush, M. and Bulatov, A. (2006). Predation and the cost of replication: New 
approaches to malware prevention. Comput. Secur. 25(4): 257–264. 

 [78] Tanachaiwiwat, S. and Helmy, A. (2009). Encounter-based worms: Analysis and defense. Ad 
Hoc Networks 7(7): 1414–1430. 

 [79] Finstadsveen, J. and Begnum, K. (2011). What a webserver can learn from a zebra and what we 
learned in the process. p. 5. In: Proceedings of the 5th ACM Symposium on Computer Human 
Interaction for Management of Information Technology. 

 [80] Gupta, A. and DuVarney, D.C. (2004). Using predators to combat worms and viruses: A 
simulation-based study. pp. 116–125. In: Computer Security Applications Conference, 2004. 
20th Annual. 

 [81] Toyoizumi, H. and Kara, A. (2002). Predators: Goodwill mobile codes combat against computer 
viruses. pp. 11–17. In: Proceedings of the 2002 Workshop on New Security Paradigms. 

 [82] Somayaji, A., Locasto, M. and Feyereisl, J. (2007). Panel: The future of biologically-inspired 
security: Is there anything left to learn? pp. 49–54. In: NSPW’07, September 18–21, 2007, 
North Conway, NH, USA. 

 [83] Sakellari, G. and Loukas, G. (2013). A survey of mathematical models, simulation approaches 
and testbeds used for research in cloud computing. S.I. Energy Effic. Grids Clouds  
39(0): 92–103. 

 [84] López, C.F.L. and Reséndez, M.H. (2008). Honeypots: Basic concepts, classification and 
educational use as resources. In: Information Security Education and Courses.

 [85] Lu, W., Xu, S. and Yi, X. (2013). Optimizing Active Cyber Defense, Springer, pp. 206–225.
 [86] Shi, L., Jia, C., Lü, S. and Liu, Z. (2007, April). Port and address hopping for active cyber-

defense. pp. 295–300. In: Pacific-Asia Workshop on Intelligence and Security Informatics, 
Springer, Berlin, Heidelberg.

 [87] Mthunzi, S.N. and Benkhelifa, E. (2017). Trends towards bio-inspired security countermeasures 
for cloud environments. pp. 341–347. In: Proceedings—2017 IEEE 2nd International 
Workshops on Foundations and Applications of Self* Systems, FAS*W 2017. 

 [88] Welsh, T. and Benkhelifa, E. (2018). Perspectives on resilience in cloud computing: Review 
and trends. pp. 696–703. In: Proc. IEEE/ACS Int. Conf. Comput. Syst. Appl. AICCSA, Vol. 
2017 October.  

 [89] Mthunzi, S. and Benkhelifa, E. (2018). Mimicking Prey’s Escalation Predation-avoidance 
Techniques for Cloud Computing Survivability Using Fuzzy Cognitive Map, pp. 189–196. 

 [90] Mármol, F.G. and Pérez, G.M. (2009). Security threats scenarios in trust and reputation models 
for distributed systems. Comput. Secur. 28(7): 545–556. 

 [91] Dang, D.H. and Cabot, J. (2013). Automating inference of OCL business rules from  
user scenarios. In: Proceedings—Asia-Pacific Software Engineering Conference, APSEC  
1(4): 156–163.

 [92] Dorigo, M. and Gambardella, L.M. (1997). Ant colony system: A cooperative learning 
approach to the traveling salesman problem. Evol. Comput. IEEE Trans. 1(1): 53–66. 

 [93] Marmol, F.G., Perez, G.M. and Skarmeta, A.F.G. (2009). TACS, a trust model for P2P 
networks. Wirel. Pers. Commun. 51(1): 153–164. 

 [94] Wang, W., Zeng, G. and Yuan, L. (2018). Ant-based reputation evidence distribution in 
P2P networks. pp. 129–132. In: Grid and Cooperative Computing, 2006. GCC 2006. Fifth 
International Conference. 

 [95] Zhuo, T., Zhengding, L. and Kai, L. (2006). Time-based dynamic trust model using ant colony 
algorithm. Wuhan Univ. J. Nat. Sci. 11(6): 1462–1466. 



A Bio-inspired Approach to Cyber Security 101

 [96] Firdhous, M., Ghazali, O. and Hassan, S. (2012). Trust management in cloud computing: A 
critical review. Int. J. Adv. ICT Emerg. Reg. 4(2): 24–36. 

 [97] Wang, T., Ye, B., Li, Y. and Yang, Y. (2010). Family gene-based Cloud Trust model.  
pp. 540–544. In: ICENT 2010 International Conference on Educational and Network 
Technology.

 [98] Hariri, S., Eltoweissy, M. and Al-Nashif, Y. (2011). Biorac: Biologically inspired resilient 
autonomic cloud. p. 80. In: Proceedings of the Seventh Annual Workshop on Cyber Security 
and Information Intelligence Research.

 [99] Takabi, H., Joshi, J.B.D. and Ahn, G.-J. (2010). Security and privacy challenges in cloud 
computing environments. IEEE Secur. Priv. 6: 24–31. 

 [100] Ko, R.K.L. et al. (2011). Trust Cloud: A framework for accountability and trust in cloud 
computing. pp. 584–588. In: Services (SERVICES), 2011 IEEE World Congress on. 

 [101] He, G., Yang, M., Luo, J. and Gu, X. (2015). A novel application classification attack against 
Tor. Concurr. Comput. Pract. Exp. 27(18): 5640–5661. 

 [102] Liang, X. and Fengbin, Z. (2013). Detector optimization algorithm with co-evolution in 
immunity-based intrusion detection system. pp. 620–623. In: Measurement, Information and 
Control (ICMIC), 2013 International Conference on, Vol. 1. 

 [103] Jinyin, C. and Dongyong, Y. (2013). Data security strategy based on artificial immune 
algorithm for cloud computing. Appl. Math 7(1L): 149–153. 

 [104] Govinda, K. and Kumar, G. (2013). T Secure data storage in cloud environment using 
environment using fingerprint. Asian J. Comput. Sci. Inf. Technol. 2(5). 

 [105] Fang, X., Koceja, N., Zhan, J., Dozier, G. and Dipankar, D. (2012). An artificial immune 
system for phishing detection. pp. 1–7. In: Evolutionary Computation (CEC), 2012 IEEE 
Congress on. 

 [106] Tahir, R., Hu, H., Gu, D., McDonald-Maier, K. and Howells, G. (2012). A scheme for the 
generation of strong cryptographic key pairs based on ICMetrics. pp. 168–174. In: Internet 
Technology and Secured Transactions, 2012 International Conference for. 

 [107] Welsh, T. and Benkhelifa, E. (2018). Embyronic Model for Highly Resilient PaaS,  
pp. 197–204. 

 [108] Abbasy, M.R. and Shanmugam, B. (2011). Enabling data hiding for resource sharing in cloud 
computing environments based on DNA sequences. pp. 385–390. In: Services (SERVICES), 
2011 IEEE World Congress on. 

 [109] Carvalho, M., Dasgupta, D., Grimaila, M. and Perez, C. (2011). Mission resilience in cloud 
computing: A biologically inspired approach. pp. 42–52. In: 6th International Conference on 
Information Warfare and Security.  

 [110] Wang, C. and Yan, H. (2010). Study of cloud computing security based on private face 
recognition. pp. 1–5. In: Computational Intelligence and Software Engineering (CiSE), 2010 
International Conference on. 

 [111] Wang, T., Ye, B., Li, Y. and Yang, Y. (2010). Family gene-based cloud trust model. pp. 540–
544. In: Educational and Network Technology (ICENT), 2010 International Conference on. 

 [112] Yang, J., Liu, X., Li, T., Liang, G. and Liu, S. (2009). Distributed agents model for intrusion 
detection based on AIS. Knowledge-based Syst. 22(2):  115–119.

 [113] Shafi, K. and Abbass, H.A. (2009). An adaptive genetic-based signature learning system for 
intrusion detection. Expert Syst. Appl. 36(10): 12036–12043. 

 [114] Boukerche, A., Juca, K.R.L., Sobral, J.B. and Notare, M.S.M.A. (2004). An artificial immune 
based intrusion detection model for computer and telecommunication systems. Parallel 
Comput. 30(5): 629–646. 

 [115] Kephart, J.O. (1994). A biologically-inspired immune system for computers. pp. 130–139. 
In: Artificial Life IV: Proceedings of the Fourth International Workshop on the Synthesis and 
Simulation of Living Systems. 

 [116] Baran, B. and Sosa, R. (2000). A new approach for AntNet routing. pp. 303–308. In: Computer 
Communications and Networks, 2000. Proceedings. Ninth International Conference on. 

 [117] Kephart, J.O. and Chess, D.M. (2003). The vision of autonomic computing. Computer (Long. 
Beach. Calif) 36(1): 41250. 



102 Machine Learning for Computer and Cyber Security

 [118] Harmer, P.K., Williams, P.D., Gunsch, G.H. and Lamont, G.B. (2002). An artificial  
immune system architecture for computer security applications. Evol. Comput. IEEE Trans. 
6(3): 252–280. 

 [119] Oraph, B.T. and Morgens, Y.R. (2008). Cloud computing. Commun. ACM 51(7). 
 [120] Schmeck, H. (2005). Organic computing-a new vision for distributed embedded systems.  

pp. 201–203. In: Object-oriented Real-time Distributed Computing, 2005. ISORC 2005. 
Eighth IEEE International Symposium on. 

 [121] Agostinho, L., Feliciano, G., Olivi, L., Cardozo, E. and Guimarães, E. (2011). A bio-
inspired approach to provisioning of virtual resources in federated clouds. pp. 598–604. In: 
Proceedings—IEEE 9th International Conference on Dependable, Autonomic and Secure 
Computing, DASC 2011. 

 [122] Ji, Z. and Dasgupta, D. (2009). V-detector: An efficient negative selection algorithm with 
‘probably adequate’ detector coverage. Inf. Sci. (Ny) 179(10): 1390–1406. 

 [123] Kim, J., Bentley, P.J., Aickelin, U., Greensmith, J., Tedesco, G. and Twycross, J. (2007). 
Immune system approaches to intrusion detection—A review. Natural Computing  
6(4): 413–466. 

 [124] Gonzalez, F.A. and Dasgupta, D. (2003). Anomaly detection using real-valued negative 
selection. Genet. Program. Evolvable Mach. 4(4): 383–403. 

 [125] Saudi, M.M., Woodward, M., Cullen, A.J. and Noor, H.M. (2008). An overview of apoptosis 
for computer security. pp. 1–6. In: Information Technology, 2008. ITSim 2008. International 
Symposium on, Vol. 4. 

 [126] Almomani, A., Gupta, B.B., Atawneh, S., Meulenberg, A. and Almomani, E. (2013). A survey 
of phishing e-mail filtering techniques. IEEE Commun. Surv. Tutorials 15(4): 2070–2090. 

 [127] Gupta, B.B., Arachchilage, N.A.G. and Psannis, K.E. (2017). Defending against phishing 
attacks: Taxonomy of methods, current issues and future directions. Telecommun. Syst.

 [128] Hordijk, W. (2005). An overview of biologically-inspired computing in information security. 
pp. 1–14. In: Proceedings of the National Conference on Information Security, Coimbatore, 
India. 

 [129] Sun, F. and Cheng, S. (2009). A gene technology-inspired paradigm for user authentication. 
pp. 1–3. In: Bioinformatics and Biomedical Engineering, 2009. ICBBE 2009. 3rd International 
Conference on. 

 [130] Isasi, P. and Hernandez, J.C. (2004). Introduction to the applications of evolutionary 
computation in computer security and cryptography. Comput. Intell. 20(3): 445–449. 

 [131] Gupta, S., Agrawal, B. and Yamaguchi, D.P. (2016). Handbook of Research on Modern 
Cryptographic Solutions for Computer and Cyber Security, IGI Global. 

 [132] Verma, A.K., Dave, M. and Joshi, R.C. (2007). Genetic algorithm and tabu search attack on the 
mono-alphabetic substitution cipher in adhoc networks. Journal of Computer Science. 

 [133] Toemeh, R. and Arumugam, S. (2015). Breaking transposition cipher with genetic algorithm. 
Elektron. ir Elektrotechnika 79(7): 75–78. 

 [134] Shorov, A. and Kotenko, I. (2014). The framework for simulation of bioinspired security 
mechanisms against network infrastructure attacks. Sci. World J. 2014. 

 [135] Di Caro, G. and Dorigo, M. (1998). AntNet: Distributed stigmergetic control for 
communications networks. J. Artif. Intell. Res. 317–365. 

 [136] Rafsanjani, M.K. and Fatemidokht, H. (2015). FBee AdHoc: A secure routing protocol for 
BeeAdHoc based on fuzzy logic in MANETs. AEU-International J. Electron. Commun. 
69(11): 1613–1621. 

 [137] Grimes, R. (2001). Malicious mobile code: Virus protection for Windows. O’Reilly Media, 
Inc.

 [138] Baskerville, R. (2004). Agile security for information warfare: A call for research. ECIS 2004 
Proc., p. 10. 

 [139] Ristenpart, T., Tromer, E., Shacham, H. and Savage, S. (2009). Hey, you, get off of my cloud: 
Exploring information leakage in third-party compute clouds. pp. 1991–212. In: Proceedings 
of the 16th ACM Conference on Computer and Communications Security. 

 [140] Mthunzi, S.N., Benkhelifa, E., Alsmirat, M.A. and Jararweh, Y. (2018). Analysis of VM 
Communication for VM-based Cloud Security Systems, pp. 182–188. 



A Bio-inspired Approach to Cyber Security 103

 [141] Liang, Q. and Modiano, E. (2017). Survivability in time-varying networks. IEEE Trans. Mob. 
Comput. 16(9): 2668–2681. 

 [142] McQueen, M.A. and Boyer, W.F. (2009). Deception used for cyber defense of control systems. 
In: Proceedings of the 2nd Conference on Human System Interactions, HSI, Vol. 9.

 [143] Yuill, J., Denning, D.E. and Feer, F. (2006). No Title. Using Decept. to hide things from 
hackers Process. Princ. Tech.

 [144] Colomer, M.A., Margalida, A., Sanuy, D. and Perez-Jimenez, M.J. (2011). A bio-inspired 
computing model as a new tool for modeling ecosystems: the avian scavengers as a case study. 
Ecol. Modell. 222(1): 33–47. 

 [145] Resetarits, W.J. (2001). Colonization under threat of predation: avoidance of fish by an aquatic 
beetle, Tropisternus lateralis (Coleoptera: Hydrophilidae). Oecologia 129(1): 155–160. 

 [146] Baldellou, M. and Henzi, S.P. (1992). Vigilance, predator detection and the presence of 
supernumerary males in vervet monkey troops. Anim. Behav. 43(3): 451–461. 

 [147] Isbell, L.A. (1994). Predation on primates: ecological patterns and evolutionary consequences. 
Evol. Anthropol. Issues, News, Rev. 3(2): 61–71. 

 [148] Smith, R.J.F. (1992). Alarm signals in fishes. Rev. Fish Biol. Fish. 2(1): 33–63. 
 [149] Walther, F.R. (1969). Flight behaviour and avoidance of predators in Thomson’s gazelle 

(Gazella thomsoni Guenther 1884). Behaviour 34(3): 184–220. 
 [150] Fitzgibbon, C.D. (1990). Anti-predator strategies of immature Thomson’s gazelles: Hiding and 

the prone response. Anim. Behav. 40(5): 846–855.
 [151] Fitzgibbon, C.D. (1990). Why do hunting cheetahs prefer male gazelles? Anim. Behav.  

40(5): 837–845. 
 [152] Heinrich, B. (1979). Foraging strategies of caterpillars. Oecologia 42(3): 325–337. 
 [153] Hunter, A.F. (2000). Gregariousness and repellent defences in the survival of phytophagous 

insects. Oikos 91(2): 213–224. 
 [154] Thornton, A. and Clutton-Brock, T. (Apr. 2011). Social learning and the development of 

individual and group behaviour in mammal societies. Philos. Trans. R. Soc. London, Series B, 
Biol. Sci. 366(1567): 978–987. 

 [155] Le Roux, A., Cherry, M.I., Gygax, L. and Manser, M.B. (2009). Vigilance behaviour and 
fitness consequences: Comparing a solitary foraging and an obligate group-foraging mammal. 
Behav. Ecol. Sociobiol. 63(8): 1097–1107. 

 [156] Voellmy, I.K., Goncalves, I.B., Barrette, M.-F., Monfort, S.L. and Manser, M.B. (2014). Mean 
fecal glucocorticoid metabolites are associated with vigilance, whereas immediate cortisol 
levels better reflect acute anti-predator responses in meerkats. Horm. Behav. 66(5): 759–765. 

 [157] Courbin, N. et al. (2015). Reactive responses of zebras to lion encounters shape their predator-
prey space game at large scale. Oikos. 

 [158] Jr, E.D.B., Jr, D.R.F. and III, E.D.B.  (1991). Predator avoidance and antipredator mechanisms: 
distinct pathways to survival. Ethol. Ecol. Evol. 3(1): 73–77. 

 [159] Wang, X. and Zou, X. (2017). Modeling the fear effect in predator–prey interactions with 
adaptive avoidance of predators. Bull. Math. Biol. 79(6): 1325–1359. 

 [160] Matsuda, H., Hori, M. and Abrams, P.A. (1996). Effects of predator-specific defence  
on biodiversity and community complexity in two-trophic-level communities. Evol. Ecol. 
10(1): 13–28. 

 [161] Waltman, P., Braselton, J. and Braselton, L. (2002). A mathematical model of a biological arms 
race with a dangerous prey. J. Theor. Biol. 218(1): 55–70. 

 [162] Moothedan, M. and Joseph, C. (2016). Survey on SLA for PaaS Clouds 6(1): 57–61. 
 [163] Brynjolfsson, E., Hofmann, P. and Jordan, J. (2010). Cloud computing and electricity. 

Commun. ACM 53(5): 32. 
 [164] Allesina, S. and Pascual, M. (2008). Network structure, predator—Prey modules, and stability 

in large food webs. Theor. Ecol. 1(1): 55–64. 
 [165] Sadeghi, A.-R., Schneider, T. and Winandy, M. (2010). Token-based Cloud Computing, 

Springer, pp. 417–429.
 [166] Glier, M. and McAdams, D. (2011). Concepts in biomimetic design: Methods and tools to 

incorporate into a biomimetic design course. ASME. 



104 Machine Learning for Computer and Cyber Security

 [167] Cheong, H. and Shu, L.H. (2013). Using templates and mapping strategies to support analogical 
transfer in biomimetic design. Des. Stud. 34(6): 706–728. 

 [168] Sullivan, T. and Regan, F. (2011). Biomimetic design of novel antifouling materials for 
application to environmental sensing technologies. J. Ocean Technol. 6(4): 42–54. 

 [169] Frillici, F.S., Fiorineschi, L. and Cascini, G. (2015). Linking TRIZ to conceptual design 
engineering approaches. Procedia Eng. 131: 1031–1040. 

 [170] Ilevbare, I.M., Probert, D. and Phaal, R. (2013). A review of TRIZ, and its benefits and 
challenges in practice. Technovation 33(2-3): 30–37. 

 [171] Beckmanna, H. (2015). Method for transferring the 40 inventive principles to information 
technology and software. In: Procedia Engineering 131: 993–1001.

 [172] Russo, D. and Spreafico, C. (2015). TRIZ 40 Inventive principles classification through FBS 
ontology. Procedia Eng. 131: 737–746. 

 [173] Gorman, S.P., Kulkarnni, R.G., Schintler, L.A. and Stough, R.R. (2004). A predator prey 
approach to the network structure of cyberspace. pp. 1–6. In: Proceedings of the Winter 
International Synposium on Information and Communication Technologies. 

 [174] Kumar, M., Mishra, B.K. and Panda, T.C. (2016). Predator-prey models on interaction between 
Computer worms, Trojan horse and antivirus software inside a computer system. Int. J. Secur. 
its Appl. 10(1): 173–190. 

 [175] Director, T.T. et al. (2013). On the Cusp of Evolutionary Change.
 [176] Mazurczyk, W. and Rzeszutko, E. (2015). Security–A Perpetual War: Lessons from Nature 

17(1): 16–22. 
 [177] Nagel, J.K.S., Nagel, R.L., Stone, R.B. and McAdams, D.A. (2010). Function-based, 

biologically inspired concept generation. Artif. Intell. Eng. Des. Anal. Manuf. 24(4): 521–535. 
 [178] Talia, D. (2012). Clouds meet agents: Toward intelligent cloud services. IEEE Internet 

Computing 16(2): 78–81. 
 [179] Daniel Faggella. (2017). What is Machine Learning? [online]. Available: https://www.

techemergence.com/what-is-machine-learning/. [Accessed: 30-Jun-2018].
 [180] Biology and Dictionary, O. (2018). Predator-prey relationship. [online]. Available: https://

www.biology-online.org/dictionary/Predator-prey_relationship. [Accessed: 30-Jun-2018].

https://www.techemergence.com
https://www.biology-online.org
https://www.biology-online.org
https://www.techemergence.com


Chapter 5
applications of a Model to evaluate 

and Utilize Users’ Interactions in 
Online Social Networks

Izzat Alsmadi a and Muhammad Al-Abdullahb,*

1. Introduction 

In the current internet world, Online Social Networks (OSNs) are ranked as the highest 
visited websites by users all over the world. According to Facebook,1 “There are over 
2.07 billion monthly users as of the third quarter of 2017. Among those users are  
16 million local businesses which use the website to extend their market as of May 
2013. There are 4.75 billion pieces of content shared daily as of May 2013.”

OSN users consist of individual users, companies, or state departments who 
are required to maintain their presence in the different OSNs for varying reasons, 
such as maximizing social capital and building reputation, maintaining competitive 
advantage, or facilitating citizens’ transactions respectively.

The high volume of data exchanged in OSNs make knowledge extraction a crucial 
goal for both practitioners and researchers. Additionally, recent business acquisitions, 
such as Nokia by Microsoft and WhatsApp by Facebook, show that Information 
Technology interests are shifting from hardware and software to information. 

As such, data in social networks is a target for analysis for people and entities 
from a wide variety of domains, including but not limited to social science, security 
and intelligence, business analysis and marketing. However, data in social networks 
is collected and analyzed with or without users’ explicit knowledge. There are many 
claims that indicate illegal privacy intrusions for OSNs to collect and analyze private 
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conversations and contents between the different users. According to [1], “Due to the 
proliferation of using various online social media, individual users put their privacy at 
risk by posting and exchanging enormous amounts of messages or activities with other 
users. This causes serious concern about leaking private information out to malevolent 
entities without the users’ consent,” (p. 265).

Furthermore, one kind of data of interest for analysis is opinion mining or 
sentiment analysis in which people’s opinions about (or recommendations on) a 
particular product, news, event, or businesses are explored. Recommendation systems 
are concerned with utilizing data from OSNs to provide recommendations on subjects 
like a product, an expert, or a candidate employer or employee. However, one of 
the problems in those recommendation systems is that they are usually context-
dependent. Each recommendation system should start by specifying (e.g., based on a 
user query), the subject of the recommendation. Also, users’ data is analyzed in real 
time to evaluate users’ opinions or recommendations on that particular query. These 
two factors and others contribute to the complexity of the process.

As a solution, reputation ranking models have been proposed, e.g. [1, 2]. They 
balance the protection of OSNs users’ privacy while gathering information about their 
relations, opinions, or activities by collecting statistical data about the nodes and their 
activities without looking into the actual content of those activities. The models also 
provide static recommendation about the users themselves on OSNs, which ultimately 
promote information quality in OSNs where users will be more concerned with their 
friends’ selection and the activities they post, as this may eventually impact their own 
reputation. Such referral systems can have several possible applications. For example, 
they can be used to rank search queries, credit reporting assessment, or referrals for 
professional, educational, etc., purposes.

This chapter extends the reputation-ranking models and offers the following 
explicit new contributions: 
 - It evaluates the reputation ranking model on an actual dataset collected from 

Facebook [3]. 
 - It extends the equation of weighted edges that describe trust between friends in 

OSNs.
 - It provides solutions for practical problems described in the earlier hypothesis 

model [1].
 - It extends the use of ‘classical, not weight-based cliques’ and implements a model 

of weighted cliques that use normalized weights to evaluate the strength or bond 
in each clique. 

Our proposed reputation model is inspired by two currently popular interaction-
based ranking models: 
 (1) Page Rank (PR): Page rank is one of the most significant algorithms used in search 

engines in particular and the internet in general to rank web pages retrieved, based 
on a search query. As most search queries retrieve a large number of matched or 
semi-matched results, it is important to develop an algorithm to rank the retrieved 
results or web pages. Based on search queries, most page-ranking algorithms 
retrieve web pages and rank them based on their popularity. A website or web 
page can get more popular when more people either visit this website or page or 
point to it (i.e., Inlinks). Inlinks is a metric used to indicate the number of web 
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pages pointing to the subject web page. In our OSN reputation model, Inlinks is 
represented by the number of friends. Page visits or page views are represented 
in our model by the number of interactions from friends with the subject or node 
activities. 

 (2) H-index: Despite its simplicity, H-index is still the most popular citation index to 
evaluate or compare researchers’ contributions. For individual authors, H-index 
formula calculates the index based on two attributes—the number of publications 
of the author and the citations for each publication. Ultimately, the H-index 
value represents the number of publications of the author in which their citations 
exceed a certain number. For example, an author with an H-index of 10 indicates 
that this author has 10 publications in which each one of those 10 papers is cited 
by 10 or more papers. Similar to the earlier comparison with page ranks, H-index 
number of publications can be seen as number of friends in our reputation rank 
while citation number is represented by friends’ interactions with subject node 
activities. In fact, friends’ interactions with the source node can be seen as 
recommendations or referrals which are synonymous to H-index citations. 

The rest of this chapter is organized as follows: Section 2 discusses how  
an entity’s reputation is derived by describing each component of the reputation. 
Section 3 describes how the proposed reputation model is applied to privacy assessment 
in OSNs. Section 4 gives an overview of related work in terms of existing models 
of trust, reputation and privacy in OSNs. Section 5 provides an illustration of the 
expected applications of the proposed reputation model. Finally, Section 6 concludes 
this work and suggests future work directions. 

2. Reputation Model 

The focus of the proposed reputation system is on how to derive a reputation score 
for each node or user in OSNs. In this work, a graph (G) is considered where an entity 
is a vertex and the social relationship between two entities is represented by edges. 
That is, if two entities are connected with an edge, the two entities are friends with 
each other. Nonetheless, the degree of trust that one entity has towards the other entity 
can vary, implying that trust relationship is subjective and asymmetric. Thus, each 
node is assigned a weighted reputation score so that users with different volumes of 
interactions can be compared with each other. Two major inputs are considered in this 
calculation: 
 (1) The interactions between the user as a node with other users or nodes. In graph 

models, those interactions are modeled as edges. Unlike classical approaches, the 
proposed model differentiates the (thickness) of the edge or the relation between 
friends through the volume of interactions between the friends [1]. This weighted 
edge is bi-directional where the value in one direction is typically different from 
the other direction. One of the motivations in this scope is to be able to distinguish 
as a finer detail the weight of the relation between friends instead of solely the 
classical binary classification (i.e., as a friend or not). 

(2)  User activities. In integration with the first component, users’ reputation can 
be calculated based on their activities and their friends’ interactions with those 
activities. In OSNs, users can create posts, tweets, or upload pictures, among 
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others. Regardless of the nature of such activities based on the different OSNs, 
friends respond to those activities (e.g., by likes, comments, retweets). The model 
takes into account the volume of friends’ interactions with those activities as 
well as a normalization process based on weights in order to be able to compare 
activities from different users regardless of their volume. The models provided 
in the literature cannot further distinguish whether friends’ interactions with the 
particular activity was positive or negative. This is reasoned as the limitations 
of the data from which the models were built. The data does not incorporate 
nodes interactions’ content to not violate the privacy of the sample participants. 
Therefore, our proposed model extends to include sentiment analysis to evaluate 
the polarity of users’ interactions with each other as another dimension to weight 
relations between friends. 

Alsmadi et al.’s model is extended by extracting cliques from OSNs. Unlike the 
classical use of maximal cliques, that is concerned with evaluating whether a relation 
exists or not between two particular nodes (i.e., binary zero or one), the proposed 
model calculates the weight of each edge and ultimately the weighted strength in the 
whole clique. 

3. Friends’ Weighted Trust 

In a graph-based social networks, each user is represented by a node. Edges between 
nodes indicate a friendship relation between those two particular nodes. Typically, 
friendship link in OSNs is represented in a binary form (i.e., exists or not). However, 
our proposed model calculates weights for the different relations based on the 
interactions between the different friends or nodes. This makes the edge values 
between two particular friends different from one side to the other in most cases. As 
each OSN can have different types of activities between friends, a weight for each 
activity is calculated based on the volume of interactions between those friends in this 
activity divided by total activity interactions (i.e., from all friends). The same weight 
is calculated for each activity in the OSNs and an overall average is calculated based 
on all activities. As an initial estimator, all different types of activities (e.g., likes, 
photos, tags, tweets, retweets, favorites) were given the same weights. Eventually 
those different activities’ weights will differ. 

The proposed reputation model aims at providing each user or node in OSNs 
with a single value that best identifies the reputation score. Previously, we calculated 
weighted edges for each node friends based on their interaction with node activities. 
Nodes’ weighted reputations can be simply the summation of weighted edges (i.e., 
from all friends) for the subject node. 

4. Experiments and Analysis 

Several OSN datasets are publicly available. However, there are certain constraints 
to exist in the selected dataset as it should include information about the different 
types of interactions between friends in the OSN. Accordingly, we used the dataset 
described in [3]. The dataset includes information collected from Facebook including 
221 unique users and 2421 edge interactions between those users. The dataset also 
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includes information about three types of interactions between friends in Facebook: 
number of common page likes, number of common photo tag, and number of wall 
posts. 

We developed a program to calculate weighted edges, reputation and weighted 
cliques based on the equations described in [1].

5. Weighted Edges 

Table 1 illustrates the top 50 edge relations out of the total of 2421. As the last one in 
the top 50 edge relations has the value of (0.431), this shows that the majority of social 
network relations can be classified as (weak), given that the number of 50 out of 2421 
is 43 per cent. Classically, all 2421 will be given the value one (to represent a relation 
exists) in comparison with zero (to represent no relation). Based on our algorithm, the 

Table 1: Top 50 weighted nodes relation.

Source 
Node

Destination 
Node

Weighed 
Edge

Source 
Node

Destination 
Node

Weighted 
Edge 

32 33 1 141 145 0.640

54 110 1 100 102 0.614

65 67 1 209 216 0.604

69 79 1 201 215 0.592

110 115 1 139 142 0.583

117 118 1 109 115 0.574

123 124 1 72 108 0.564

128 129 1 211 212 0.553

131 133 1 184 185 0.519

140 142 1 127 128 0.519

142 145 1 146 149 0.518

149 150 1 88 106 0.514

183 205 1 219 218 0.513

212 213 1 157 166 0.493

120 121 0.805 219 155 0.486

115 118 0.707 218 183 0.482

116 119 0.706 127 129 0.480

129 131 0.693 104 123 0.465

130 131 0.681 138 142 0.464

185 186 0.674 162 171 0.454

113 114 0.666 63 75 0.444

148 149 0.666 181 215 0.444

199 215 0.666 72 109 0.435

103 106 0.654 52 53 0.435

216 4 0.640 200 18 0.431
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value of one in weighted edges will always exist for those users in social networks 
who have only one friend. Weighted edge is one when each one of the three activities 
(likes, photos and walls) is given one-third of the weight. For one user, each one 
of those activities will be one (as numerator equals the denominator). We argue, 
however, that this rarely exists in reality (i.e., for a user to have only one friend) and it 
exists in the collected dataset largely due to limitations in the collection process. The 
second important information that weighted edges can provide us as an alternative 
to ‘binary’ edges where values can be either zero or one, is to know the difference in 
relation between two friends from the two directions. Originally, or in binary relations, 
when a relation exists, it will be one from both sides. In our case, weighted edges can 
be completely different and vary between zero and one. For example, none of those 
edges listed in the top 50 weighted edges exists also in the opposite direction. This 
means that those top 50 relations are strong from one side only. In OSNs, we can see 
patterns of such unbalanced edge-relations. For example, a celebrity or an ego user is 
expected to have many friends who are following her/him with significant weighted 
edges from their direction and zero or low weight from celebrity direction. There are 
examples of odd edges that this method can be used to automatically detect them. 
For example, Spam in social networks is a recently growing problem where many 
Spammers request an ad only to post their advertisements. Such users, who have very 
low level of activity interaction with friends, can be easily detected based on our 
weighted edge algorithm. Weighted edges can be also used as a simple method to 
classify friends based on their interactions. For example, friends with 70 per cent and 
above of weighted edges can be classified as ‘close friends’ and those between 70 per 
cent and 30 per cent can be classified as ‘normal friends’ and last level below 30 per 
cent as ‘lightweight friends’.

6. Weighted Reputations 

As described earlier, the goal of defining weighted reputations is to have a single 
and unique value for each user in OSNs to represent and compare this individual 
with other individuals in the same OSNs. This value should promote information 
quality, privacy and trust. This can be calculated from the number of friends for each 
user along with the volume of interactions from those friends with activities created 
or initiated by source user or node. In terms of information quality, users should be 
encouraged to create relevant posts that can trigger a lot of interactions. A user-trust 
to her/his different friends can be broadly classified based on how much such friends 
interact with the user activities. In practice, close friends interact with most of the 
activities created by a user. More interactions can be a simple indicator of more 
involvement or (trust) from friends. As for privacy, the aim is to enable a privacy 
system to automatically classify friends based on their interactions and eventually 
decide their privacy level on the source node or user activities. Similar to the values in 
weighted edges, values in weighted reputation vary between zero as minimum when 
a user has no friends, and one when the user has only one friend. All other cases are 
in between. 

In the collected dataset, 42 nodes are shown to have a weighted reputation of 
one as they only have one friend in the collected dataset. Table 2 illustrates a sample 
of high-value weighted reputations excluding those with ‘1’ values. The weighted 
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reputation is independent of the number of friends and, for example, the highest values 
are for those who have only one friend. This makes it a relative reputation from the 
friends’ perspective rather than a general reputation score. 

7. Trust in Cliques 

The extraction of clique relations in social networks can show information related 
to groups and how those groups are formed or interact with each other. In social 
networks, a clique represents a group of people where every member in the clique is 
a friend with every other member in the clique. Those cliques can have containment 
relation with each other where large cliques can contain small size cliques. This is why 

Table 2: A sample of top weighted reputations.

Node Weighted Reputation Node Weighted Reputation

209 0.984559 33 0.533333

197 0.978355 61 0.528629

200 0.958937 175 0.526922

203 0.958559 154 0.508592

185 0.94143 36 0.498904

35 0.931713 151 0.497155

177 0.897661 152 0.480681

82 0.880556 56 0.470763

176 0.874618 13 0.458354

173 0.872204 98 0.453455

184 0.867593 37 0.430915

195 0.866925 167 0.419159

194 0.859571 60 0.411366

207 0.852864 62 0.395504

86 0.85277 38 0.38165

172 0.84245 31 0.376713

137 0.840903 46 0.37594

206 0.839206 42 0.366785

53 0.829154 47 0.359772

204 0.822254 7 0.346994

162 0.813433 3 0.343509

20 0.806756 10 0.338657

189 0.802676 198 0.333333

192 0.797044 215 0.333333

51 0.795301 217 0.333333

191 0.791895 34 0.328131

171 0.785188 6 0.305952
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most algorithms in this scope focus on finding the maximum clique. In our model, we 
evaluated adding the weight factor to clique algorithm to show more insights about the 
level of involvement of users in the clique. In this regard, clique activities are not like 
those in group discussions where an activity is posted by one user and is visible by all 
others. Our algorithm calculates the overall weight of the clique based on individual 
edges. Users post frequent activities. Their clique members, just like other friends, 
may or may not interact with all those activities. 

Table 3 illustrates weighted cliques, the largest cliques in the dataset. The first 
column includes IDs of node members of the clique. The second column includes 
the number of members in each clique. The third column shows the clique strength 
as the summation of all weighted edges in the clique. The last column represents the 
weighted clique strength which divides the total clique by the number of edges in the 
clique. Normal clique strength value is constantly increasing with the number of nodes 
or edges in the clique. However, the weighted clique value eliminates the dependency 
on the number of nodes or edges. As such, we can see, for example, that the smallest 
clique in the table has the highest weighted clique. This is not a trend however, as 
the next highest weighted clique is the one with 20 nodes. This indicates that trust or 
interaction between members in the first clique is the highest. When we study social 
networks in a larger context, highest and lowest weighted cliques can be of special 
interests. We can also look at variations in clique strengths over a certain period of 
time. For example, increase of the weighted clique in a certain month over a period 
of time can trigger further investigations of what could cause such significant sudden 
increase (e.g., a clique collaborative activity or event). 

Table 3: Total and weighted cliques.

Clique Members No. of 
Members

Total 
Clique

Weighted 
Clique

221, 215, 190, 187, 177, 176, 171, 151 8 1.61 28.77

221, 215, 190, 187, 177, 175, 171, 170, 151 9 1.43 19.96

221, 215, 190, 181, 177, 176, 172, 171, 169, 165, 164, 162, 
157, 156, 153, 152, 151

17 6.08 22.36

221, 215, 190, 181, 177, 175, 172, 171, 170, 169, 165, 164, 
162, 157, 156, 153, 152, 151

18 9.75 22.08

221, 215, 181, 177, 175, 172, 171, 170, 169, 168, 166, 165, 
164, 162, 157, 156, 153, 152, 151

19 8.52 24.94

216, 209, 206, 193, 192, 191, 180, 179, 175, 169, 167, 160, 
158, 151, 98, 20, 18, 9, 4, 2

20 10.62 27.96

216, 209, 193, 192, 191, 180, 179, 175, 170, 169, 167, 163, 
160, 158, 151, 98, 20, 18, 9, 4, 2

21 11.64 27.73

8. Related Work 

This section discusses the research contributions in the areas of reputation, trust and 
privacy in OSNs. Specifically, the section focuses on the literature of the applications 
of those contributions in the scope of knowledge extraction and usage in OSNs. 
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[4] proposed a trust-based recommendation system which preserves privacy 
considerations. Friends of friends are recommended to a friend based on certain 
matching attributes. Typically, a recommendation system should be able to know 
personal or private information about an individual in OSNs in order to be able 
to recommend a person, profession or product based on those attributes. Such 
recommendation systems are similar in principle to match-maker programs that 
connect a couple based on common interests. Recommendation systems are also 
context-independent which means that all personal friends can be consulted in the 
recommendation system without the ability to distinguish that some of these friends 
may not be good recommenders given the particular context of the query. Guo et al.’s 
model tackled such issues with a model which extends recommendation beyond the 
first hop or degree friends (e.g., friends of friends and so on). The model defined a 
continuous trust level of values between zero (no trust) to one (a complete trust). In the 
same vein, [5] proposed allowing users in the social networks to interact beyond their 
direct friends while at the same time, preserve privacy and not exposing information 
to those strangers. The paper’s case study focused on the issue of anonymizing the 
existence of connections between nodes in social networks. Usually this is not public 
information and can be only seen between friends in the first degree. The paper 
considered network anonymization specifically for the purpose of aggregating network 
queries [6] proposed a model to visualize trust relations in OSNs. The proposed 
authentication system recommends to users whether their newly requested invitations 
are trustable or not and this is one of the use cases of our proposed reputation model 
where, if a user in OSNs receives an invitation from a stranger, they can use the 
requester’s reputation rank as a determinant for the decision whether to accept or 
reject the invitation. Our idea is to transfer trusts from the friends of the stranger to 
the invitee through this reputation rank formula. Our weighted edges or friendship 
formulas aim to show to the invitee not only the relation of the inviter, if it exists with 
the invitee friends, but also the weight of those relations since the bare existence of a 
relation or not can be confusing in some cases. In many cases, users can be tricked to 
add friends which means that such friends should not be allowed to interact with all 
regular user activities as soon as they are added to the friends’ list. This approach can 
also be a method to counter spam spread in social networks where users can accept 
or deny messages from strangers or even friends automatically based on predefined 
metrics. Many celebrities or ego users allow adding new friends by default or without 
any processing. [7] discussed the association of friendship connections in OSNs 
and geographical locations and prediction of the location of future friends. Dey et 
al. (2012) evaluated the age factor of users in OSNs in their ability to protect their 
private information. They proposed a method to estimate age of Facebook-users based 
on interactions with friends. More recently, it is impossible to crawl Facebook users 
publicly due to the extra privacy requirements that Facebook enforced [8] proposed 
a mobile-based friend of friend’s detection algorithm. That is similar in principle to 
matching algorithms that connect people based on their common attributes. In the 
friend-finding scope also, [9] proposed federated social networks. The approach is 
based on exposing user contact to find those contacts in other OSNs. As an alternative, 
the algorithm can look for candidate friends based on a similarity score with some 
common attributes. One problem with such approaches is that they need to expose 
the user’s private information, such as user friends, their contacts, or some other 
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user-related attributes, like their work or geographic area. [10] conducted a survey 
to evaluate the challenge of balancing between privacy and information-sharing in 
OSNs. The study was conducted on users from Facebook and MySpace and showed 
that users in Facebook have more trust in their OSNs and are willing to share or 
expose more private information when they interact with their friends. Similarly, 
Zhang et al. (2010) included a general discussion on security concerns in OSNs. 
[11] evaluated the access control model in Facebook. Policies are implicitly used 
by OSN users to decide visibility on their profiles and activities. Users can specify 
static policies that are applied to all their accounts or they can decide fine-grained 
policies for their activities, case by case. Users sometimes may fall unintentionally 
into privacy problems due to their lack of knowledge of how policies in such OSNs 
work. In the subject of access control models also, [12] proposed a rule-based access 
control and sharing enforcement model in OSNs. The authors describe the depth of 
the relation and the length of the shortest path as two significant attributes to describe 
relations between users in OSNs. 

[13] offered an automatic privacy assessment system in OSNs that handle cases, 
such as when a user in the social network may post an activity, image, or video in 
which other people or friends can be part of, without an explicit permission from their 
friends in their posted activities. 

9. Applications of the Reputation Model

In this section, we describe examples of how our proposed reputation system can 
be used in selection of possible applications. In hybrid interaction and history-based 
privacy system in OSNs, our goal is to develop an automatic privacy assessment 
system for users which helps them to make reasonable privacy-assessment decisions 
for their activities and profiles with the following constraints and guidelines: 
 - Each node in the OSN will have relations with all other nodes in the social 

network with a weighted value that varies between zero (not friends) up to  
1 (very close friends). The initial assumption is that only users who are friends 
(e.g., weighted edge > 0) can see other users’ profiles and activities. 

 - The system can start with an initial setting of two options: (1) open-privacy, where 
all users with an edge-value > 0, can see users’ profile and all posted activities. As 
an alternative, and for manual consideration, the users can temporarily block some 
of their friends from seeing their profiles and activities. This static decision will 
keep those friend values as zeros, which will make them temporary unfriendly, 
(2) closed-privacy in which no user can see any activity unless explicitly added 
by the subject user. This decision is memorized by the system for future activities 
and will only be nullified by a second explicit decision. 

 - As friends interact with user activities, their edge-trust values are gradually 
increased. This applies to closed-privacy models only, since the open-model 
assumes all friends can see all the others’ activities initially. Eventually, the 
privacy level is decided by the level of interaction between these friends. This 
can keep increasing or decreasing with time based on their future interactions. 
This means that future privacy level is decided by the current interaction level 
with the user. 
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9.1 Friends’ Recommendation System 
One of the main functionalities in OSNs is to promote expansion of the usage of their 
social networks through the promotion of more interaction from users with network 
applications or with each other, using the network tools. Most of the algorithms to 
recommend new friends use similar attributes related to the person, country, profession, 
interests or common friends. Our goal is to expand the earlier proposed interactive-
based reputation system and provide friends’ recommendations based on individual 
strengths of relations with friends and the friends’ interactions with the user activities. 
Our study of relations in social networks showed that the majority of friends in any 
user in OSNs are silent or low-profile friends who either rarely or occasionally interact 
with user activities. For example, in Facebook the three main friends’ interactive 
actions are: likes, comments, or wall tags. Wall tags seem to be the highest indicator 
of relationship-strength, especially as it requires a especial permission by the node 
owner. Commenting on photos, videos, or posts is the middle-level activity where a 
number of friends will make comments periodically. The volume of such comments 
can be another indicator of the closeness or the weight of the relationship. The number 
of likes seems to be the largest and the lowest friendship-indicator. We surveyed a 
large number of users in Facebook and noticed that in many cases, there are several 
possible common features that can be extracted based on studying users’ activities in 
OSNs in addition to their friends’ interactions with those activities. These include, 
for example, how much those users are involved in the social network. Despite many 
common features, if two users are different in the volume of involvement in the social 
network, they may not be considered with similar profiles. Our model includes also 
the level of interactions with groups, or public pages, among others. Unlike classical 
friend matching, algorithms that may use similar groups or research interests, need to 
further evaluate the users’ involvements in those groups or public pages. Users can 
register in many groups or public websites while they may rarely interact with their 
activities. Two users that heavily interact with a certain group or a public website 
should be seen as good candidate-friends even if they have many different attributes. 

As a recommendation system for accepting invitations from strangers, our 
reputation system assists nodes in making decisions whether to accept or reject the 
invitation to connect that is sent by strangers. The model is interaction based, which 
means that the model will elaborate that this is a stranger to the invitee based on lack 
of interaction; it also shows who has this stranger interacted with from the invitee’s 
friends so that they can be consulted about the stranger. Professional referrals in OSNs 
are seen by many businesses as necessary tools for marketing and the assessment of 
users’ perceptions of commercial products. In addition to recommendations on products 
(e.g., books, electronics, etc.), recommendations can be used in seeking professional 
or expert referrals on services (e.g., a physician, consultant, educator, clinic, restaurant 
or brand). Users may trust their friends and their recommendations. Some professional 
related OSNs, such as LinkedIn allow users to seek recommendations from their 
friends. Interactions between friends can help to distinguish the nature of the 
relationship between these friends (i.e., personal or professional). Such classification 
should be also considered when considering referral recommendations from friends. 
For example, a professional recommendation from a personal friend can fall within the 
category of (conflict of interests). We assume here that OSN is capable of determining 
the nature of the relation that exists between those two friends (i.e., personal or 
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professional). This requires modeling referral decisions based on four elements:  
(1) recommended, (2) recommender, (3) the nature of their relation, and (4) the context 
in which the recommended person is seeking the recommendation. As shown in Fig. 1, 
the recommender is in the middle since s/he needs to know all the components of the 
system. In addition, the recommendation should not only include information about 
the recommended person and the context, but also about the recommender and her/his 
relation to the recommender. 

9.2 Credit Reporting 
Several references indicate that credit reporting agencies are already using or 
aggregating information from OSNs. We argue that our proposed reputation rank for 
OSN nodes can be used directly as part of credit or background reporting. It allows 
users to transparently monitor and be able to improve their credit assessment that 
will impact the decisions of whether to give these users credits, or any other possible 
decisions. In classical credit-and-background reporting, an individual score can be 
negatively impacted by incidents that users are not aware of or have no power to 
change. Reputation score is not an alternative to credit reporting that involves user 
financial decisions and activities; instead, it is a complement that shows a new or 
different dimension related to the user online presence or online behavior in particular. 
Users can improve their reputation score through their friends’ selections and through 
the kind of activities they create. 

Reports show that some reporting agencies use illegal tools to access private 
conversations between users in OSNs. All reporting organizations depend on the 
aggregation of a large amount of data about users from different sources (e.g., utility 
bills, cell phones, government agencies, OSNs, etc.). In many cases, they may pay 
to acquire such data or may acquire it illegally. The availability of such wealthy data 
publicly through OSNs encourages those data aggregations to use them as one of their 
major sources of information. Our reputation model proposes an alternative, where 
users and OSNs can control and manage the process. Our model proposes a statistical 

Fig. 1: Professional referral architecture.
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approach that does not require looking into the content of either public or private 
conversation. Based on the goal or usage of credit reporting, the nature of extracted 
information can vary. In general, the reputation rank itself can be used similar to the 
credit score where, for example, the user will qualify for a rent application if their 
credit score is more than a score A. OSNs should be able to generate these models. 
Although some information used in the processing maybe private, however, final 
report should only include general statistics that do not violate users’ privacy. 

9.3 Spam Detection in OSNs 
Spam is very popular in e-mails where users frequently receive unsolicited e-mails 
sent for a large number of e-mail users, largely for marketing or financial purposes. 
Spam problem starts also growing rapidly in OSNs. In some cases, spammers register 
in publicly open pages to keep posting their spam messages. In other cases, they 
may seek friendships with many users to be able to spread their marketing messages 
in those users’ activities. Many OSN users may accept friendship requests from 
anonymous users, intentionally or unintentionally. In addition, rarely do OSN users 
screen their friendship lists for friends to verify whether they want to keep or remove 
some names. Their accounts can possibly be exposed to security problems or at 
least spammers. Based on our model, we proposed to alert users periodically about 
users, who rarely interact with their activities. Users may screen those names and 
make decisions whether they want to connect or not with those names. This can be a 
convenient alternative to manual investigation specially for users, who have a large 
number of friends. This is also an alternative to content-based spam detection which 
may produce a possible number of false negative or positive elimination of friends. 

9.4 Assessments of Networks Evolution
The formation of groups in OSNs is dynamic and can change from one network 
to another. Information or knowledge extraction related to groups’ formations, 
interactions, or interests can be related to many research fields. However, there are 
several challenges that face such knowledge extraction, including the large amount of 
data and the need to have a focused context upon which search can be concentrated. 
Instrumentation or automation for such a process can then be possible. Through this 
paper, we show examples of how to measure dynamically the strength of relations 
among members in OSNs’ agile groups. Those groups or cliques are not formally 
formed or defined. 

9.5 Positive or Negative Interactions 
Our original reputation model is based on statistical data that does not require 
analysis of the content of interactions. Such interactions are considered regardless 
of their nature of being a positive or negative. Nonetheless, semantic analysis can be 
conducted on public posts and interactions to see if the friends’ comments with each 
other are positive or negative. Ultimately, friendship—weighted edges can vary from 
(–1) to (1) rather than from (0) to (1). For example, a friend can be heavily interacting 
with a user, but based on sentiment analysis, such interactions are always negative and 
hence the overall weight value of the relation should be negative.
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9.6 Context-driven Privacy Assessment 
We propose an automatic context-driven privacy system that can alert users, based 
on their posts or activities on who can or should see their activities. There are two 
modes in which this can operate: (1) a manual mode in which activity authors can 
decide the level of privacy about the activity. The privacy assessment system can then 
decide who can or can’t view, comment on, or propagate the activity based on the 
users’ friendship classification in author’s profile; (2) an automated mode in which 
the privacy assessment system can decide the activity confidentiality classification. 
Sentiment analysis methods can be used to make a final judgment on the activity to 
be one class label from several alternatives (e.g., normal, classified or confidential). 
Based on this initial confidentiality classification, the second step will be similar to 
the manual mode where different friends will be assigned different visibility or access 
levels. 

10. Twitter Dataset 

The majority of publicly-existing datasets from social networks include attributes 
about the nodes without including attributes that describe the relations between the 
different nodes. Using Twitter data, we developed a tool2 to extract the different types 
of interactions that may occur between users.

In comparison with the previous Facebook dataset that we used and described 
earlier, we found that interactions between friends in Twitter, in most cases, are not as 
explicit as in Facebook (e.g., comment on a friend post, or wall tag). Users in Twitter 
can like (favorite) their friends Tweets. They can also Retweet those Tweets. However, 
in Twitter, the high interactive comment-sessions in which all friends can respond to 
a user post or Tweet do not exist. In addition to Tweets, Retweets and Favorites, users 
in Twitter can indirectly interact with their friends through (mentions) or (hashtags). 
These (friends) can be websites or organizations rather than just Twitter users.  
Figure 2 shows our generated dataset files based on Twitter entities. 
 - Tweets: represent the main Twitter entity; all other entities can be extracted 

within the Tweet entity. For example, in our Twitter Parsing tool, the line (‘tweets 
= twitter.GetTwitts(userName, 100). result;’) generates the collection of Tweets 
that can be used to extract all other entities. The (100) in the code indicates 
Twitter rate limit. 

 - Contributions are the users who contribute to the authorship of the Tweet. This 
typically includes one ID, other than the original Tweet author. 

 - Coordinates represent the geographical location of the Tweet as longitude instead 
of latitude. 

 - Followers can be extracted from the (user) entity of the Tweet where these are 
other users following the Tweet author. 

2 https://github.com/alsmadi/Twitter ̇Parser

https://github.com
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 - Followings can be extracted from the (user) entity of the Tweet where these are 
other users that the Tweet author is following. 

 - Hashtags, if the Tweet includes a Hashtag, the Hashtag entity will include the 
Hashtag’s text. 

 - Languages represent the machine-detected language(s) of the Tweet text. 
 - URLs are the collection of URLs or links that can be extracted from the Tweet 

text. 
 - User Mentions are the collection of screen names collected from the Tweet text. 
 - Symbols are the collection of financial symbols extracted from the Tweet text. 

11. Conclusion 

In an earlier work, [1] proposed a reputation score model in OSNs that aims to promote 
information accuracy and enhance knowledge extraction from OSNs and promote 
quality in users’ activities and interactions. This chapter provides an overview of the 
extended reputation model as well as the applications of how to use this reputation 
model. The chapter also develops a public dataset from Twitter to be used as a 
prototype for the proposed weighted reputation model and its applications. With the 
huge amount of information exchanged through OSNs, it becomes necessary for these 
networks to promote information quality, specially as information in these networks is 
an integral part of the internet body of knowledge in general. 

Key Terminology and Definitions

Online Social Network (OSN): An online platform or website which people, 
professionals, businesses, or even government agencies use to build social relations 
with other respective online users, who share a common interest being it career, 
ideology, business, or a service. 
Weighted reputation model: A model that has been proposed in the field of OSNs 
and is used in preserving online relations between the different nodes (individuals, 
businesses, or government agencies). The model is not only studying if two nodes 
are connected, it also preserves the interaction level between the two nodes without 
analyzing the content of the interaction. This allows analyzing OSN nodes relations 
without breaching any security or privacy concerns. 

Fig. 2: Twitter parsed entities.

 Contributions.csv  Langs.csv

 Coordinates.csv  Symbols.csv

 Followers.csv  URLs.csv

 Followings.csv  User_mentions.csv

 Hashtags.csv  Users.csv
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CHAPTER 6
A Deep-dive on Machine Learning for 

Cyber Security Use Cases
Vinayakumar R.,1,* Soman KP.,1 Prabaharan 
Poornachandran2 and Vijay Krishna Menon1

Conventional methods, such as static and binary analysis of malware, are inefficient in 
addressing the escalation of malware because of the time taken to reverse engineer the 
binaries to create signatures. A signature for the malware is accessible if the malware 
might have made significant damages to the system. The ongoing malicious activities 
cannot be detected by the anti-malware system. Still, there is a chance of detecting 
the malicious activities by analyzing the events of DNS protocol in a timely manner. 
As DNS was not made by considering the security, it suffers from vulnerabilities. 
On the other hand, malicious uniform resource locator (URL) or malicious website 
is a primary mechanism for internet malicious activities, such as spamming, identity 
theft, phishing, financial fraud, drive-by exploits, malware, etc. In this paper, the 
event data of DNS and malicious URLs are analyzed to create cyber threat situational 
awareness. Previous studies have used blacklisting, regular expression and signature-
matching approaches for analysis of DNS and malicious URLs. These approaches are 
completely ineffective at detecting variants of existing domain name/malicious URL 
or newly found domain name/URL. This issue can be mitigated by proposing the 
machine learning based solution. This type of solution requires extensive research on 
feature engineering and feature representation of security ‘artifact type’, e.g., domain 
name and URLs. Moreover, feature engineering and feature representation resources 
must be continuously reformed to handle the variants of existing domain name/URL 
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or entirely new domain name/URL. In recent times, with the help of deep learning, 
artificial intelligent (AI) systems achieved human-level performance in several 
domains. They have the capability to extract optimal feature representation by itself 
taking the raw inputs. To leverage and to transform their performance improvement 
towards the cybersecurity domain, we propose a method named as Deep-DGA-
Detect/Deep-URL in which raw domain names/URLs are encoded using character-
level embedding. Character-level embedding is a state-of-the-art method amplified 
in natural language processing (NLP) research [1]. Deep learning layers extract 
features from character-level embedding followed by feed forward network with a 
non-linear activation function estimates the probability that the domain name/URL is 
malicious. For comparative study, various deep learning layers are used. The optimal 
parameters for network and network structure are selected by conducting experiments. 
All the experiments are run for 1,000 epochs with learning rate 0.001. The deep 
learning methods performed well in comparison to the traditional machine learning 
classifiers in all test cases. Moreover, convolutional neural network-long short-term 
memory (CNN-LSTM) has performed well in comparison to other methods of deep 
learning. This is due to the fact that the deep learning architectures implicitly obtain 
the hierarchical features and long-range dependencies in character sequence in the 
domain name/URL. The proposed framework is highly scalable and can handle  
2 million events per second. This analyzes the large volume and variety of data to 
perform near real-time analysis which is crucial to providing early warning about the 
malicious activities.

1. Introduction

As the number of computer applications and the sizes of networks continue to grow, 
the potential harm which will be caused by attacks launched over the web keeps 
increasing dramatically. Attackers are constantly developing new security threats 
which can easily break the present detection and prevention mechanisms. Logs of 
different computing systems, networks, network packets and transactions contain 
useful information which can be used for Security Log Analysis. All types of log 
data can be used to detect the faults and malicious events and it can also be used 
to monitor the ongoing security threats. The log analysis application provides useful 
information to the network administrators to defend against existing and new types of 
security threats. The log analysis application allows the user to visualize the attacks, 
to establish surprising network activities [3] and to redefine the attack or malicious 
activity.

As modern computing paradigm is considerably more complex and connected, it 
generates extremely large volume of data, typically called ‘big data’. This is primarily 
due to the advancement in ICT systems and rapid adoption of internet. The analysis 
of big data in a timely manner is considered as a significant task for malicious activity 
detection. Machine learning is a widely used approach to extract valuable knowledge 
from big data.

The idea of machine learning was introduced years back with the aim of developing 
machines/computers which could think like humans. This essentially means training 
them to think logically and take decisions as humans do. There are two popular 
approaches to this training—one is supervised learning and the other is unsupervised 
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learning. In supervised learning, the machine is familiarized for an operation with a 
set of sample inputs and sample outputs such that after training, given a new data, 
the algorithm is able to generate the corresponding output accurately. In the case of 
unsupervised learning, the algorithm is not trained with sample outputs initially and the 
algorithm by itself learns some pattern within the data and manipulates the information. 
Deeply explored is the field of classification problems which addresses the issue of 
categorizing data based on earlier observations. These classes of algorithms try to 
learn the behavior of data and thus enable itself for future prediction, given similar 
data. Popular classification algorithms include decision trees, k-nearest neighbor, 
support vector machine (SVM), artificial neural networks (ANN), genetic algorithm, 
etc. Classical machine learning algorithms rely on feature engineering to extract the 
optimal data representations or feature representations of security artifacts. However, 
selection of optimal features requires extensive domain knowledge and considered a 
daunting task in cyber security. Though modern machine learning, typically called as 
deep learning, is a black box, it has the capability to extract features [5]. In a nutshell, 
even though the power of RNN and CNN in extracting time and spatial information is 
larger, adoption towards Cyber security tasks is in infancy stage [6–19]. A large study 
to measure the effectiveness of various CNN and RNN on both off-line and real-time 
for Cyber security tasks will be required.

The field of cyber security is an interdisciplinary field which now requires the 
knowledge of natural language processing (NLP), image processing (IP), speech 
recognition (SR) and many other areas. More importantly, the use cases of Cyber 
security domain are surrounded by large amounts of text data. These text data convey 
important information for security artifacts. Thus analysis of the text data to understand 
the syntactic and semantic information has been considered a significant task to 
enhance organizational security. In this work, we apply the techniques of NLP and 
text mining techniques with classical machine learning and deep learning approaches 
to cyber security use cases. The use cases considered in this study are (1) Domain 
Generation Algorithms (DGAs) (2) Malicious Uniform Resource Locator (URL).

The scope of the research has been on finding malicious activities by analyzing 
event data from DNS and URLs. The major contributions of the current research work 
are:
	 •	 Situational	awareness	 framework: In this work, a sub module for collecting 

malicious URLs is added to the situational awareness framework [2]. Situational 
awareness framework is a robust distributed framework that can collect and 
process trillions of event data generated from DNS queries by the internet-
connected hosts. The event data produced by DNS and URLs are correlated to 
detect the attack patterns. These identified patterns could be used to stop further 
damages by malware. The framework has been built for web-scale data analysis, 
processing billions of events per second in both real-time and on demand basis.

	 •	 Early	detection	of	malicious	activities: Whitelisting or blacklisting the domain 
names is a laborious task and needs to be updated manually on a regular basis. 
In a significant number of cases the additions about a malware will be made 
only after weeks or months of its propagation. By this time, most the systems 
might have been affected with bots that are controlled by the bot master. To 
find malicious activities at recursive DNS level, we perform multiple analysis 
on the DNS and URL logs. We employ highly scalable optimization and deep 
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learning architectures to classify and correlate malicious events. To find an 
optimal method, the performance of various classical machine learning and deep 
learning architectures is shown over a large labeled dataset consisting of a mix 
of algorithmically generated domains and benign domains gathered from various 
sources for DGA and URLs. In addition to detecting the DGA generated domain 
name, we categorize them to the corresponding DGA-based malware family.

2.	 Domain	Generation	Algorithms	(DGAs)

The attacks on the internet service keeps rising due to the wide availability of internet 
to the general public. One of the main internet services, DNS has also been attacked 
by using various new methods. Attackers are constantly developing new security 
threats which can easily break the DNS service. The security of DNS is concerning 
the entire internet. DNS log file provides the insights of the DNS security. The event 
data of DNS protocol are collected by using the ‘port mirroring’ method with setting a 
promiscuous mode for communication between the DNS server and the DNS clients. 
The event data consists of DNS queries. The sheer volume of DNS log information 
typically makes it tough to discover attacks and pinpoint their causes. This demands 
new frameworks and techniques to analyze, process and manipulate different DNS log 
files for preventing security issues [2]. In this work, we use a distributed, parallel and 
cluster computing framework, which permits organizations to analyze a vast number 
of DNS logs efficiently. By applying preprocessing to the DNS queries, Time, Date, 
internet protocol (IP) and Domain name information is extracted. The domain name 
information is analyzed for detecting malicious events. The proposed interactive visual 
analysis system for the DNS log files can detect the anomalies in DNS query logs.

3.	 Malicious	Uniform	Resource	Locator	(URL)

A uniform resource locator (URL) is a division of Uniform Resource Identifier (URI) 
that is used to identify the location of the resources and retrieve them from internet. 
This directs the user to a particular web page on a website. A URL is composed of 
two parts. The first part is the protocol, for example, Hypertext Transfer Protocol 
(HTTP), Hyper Text Transfer Protocol Secure (HTTPS) and the second part is the 
location of resources via domain name or internet protocol (IP) address. Both are 
separated by a colon and followed by two forward slashes. Most of the time a user by 
oneself is not known whether the URL belongs to either benign or malicious category. 
Thus unsuspecting users visits the websites through the URL presented in e-mail, 
web search results and others. Once the URL is compromised, an attacker imposes 
an attack. These compromised URLs are typically termed as malicious URLs. As a 
security mechanism, finding the nature of a particular URL will alleviate most of the 
attacks occurring frequently.

4.	 Deep	Learning

Deep learning (DL) mechanism has evolved from Artificial Neural Network (ANN). 
Generally, DL can be considered as the classical Machine Learning (ML) of deep 
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models. Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) 
are most commonly used deep learning methods. CNN are heavily used in the field 
of image processing (IP). CNN extracts a hierarchical set of features by composing 
features extracted in lower layers. The hierarchical feature representation allows CNN 
to learn the data in various levels of abstraction. A single or a set of convolution 
and pooling operations and a non-linear activation functions are primary building 
blocks of CNN. In recent days, the advantage of using ReLU as an activation function 
in deep architecture is widely discussed because ReLU as an activation function is 
easy to train in comparison to logistic sigmoid or tanh function [28]. RNN is mainly 
used for sequential data modeling in which the hidden sequential relationships in 
variable length input sequences is learnt by them. RNN mechanism has significantly 
performed well in the field of NLP [5]. In initial time, the applicability of ReLU 
activation function in RNN was not successful due to the fact that RNN results in large 
outputs. As the research evolved, authors showed that RNN outputs vanished and 
exploded gradient problem in learning long-range temporal dependencies of large-
scale sequence data modeling. To overcome this issue, research on RNN progressed 
on three significant directions. One was towards on improving optimization methods 
in algorithms; Hessian-free optimization methods belong to this category [29]. 
Second one was towards introducing complex components in recurrent hidden layer 
of network structure [20–22] introduced long short-term memory (LSTM), a variant 
of LSTM network, gated recurrent unit (GRU) [25]. Third one was towards the 
appropriate weight initializations; recently [23, 24], authors have shown RNN with 
ReLU involving an appropriate initialization of identity matrix to a recurrent weight 
matrix in order to perform closer in as compared to LSTM. This was substantiated 
with evaluating the four experiments on two toy problems, language modeling and 
SR. They named the newly formed architecture of RNN as identity-recurrent neural 
network (IRNN). The basic idea behind IRNN is that, while in the case of deficiency 
in inputs, the RNN stays in same state indefinitely in which the RNN is composed of 
ReLU and initialized with identity matrix.

5.	 Big	Data	Analysis	and	Management	for	Cyber	Security

Two types of Apache Spark cluster setup has been done to train deep learning  
architectures at scale (1) distributed deep learning on GPUs (NVidia GK110BGL  
Tesla k40), (2) distributed deep learning on CPUs. Due to the confidential nature of 
the research, the scalable framework details cannot be disclosed. Each system has 
specifications (32 GB RAM, 2 TB hard disk, Intel(R) Xeon(R) CPU E3-1220 v3 @ 
3.10 GHz) running over 1 Gbps Ethernet network. On top of Apache Hadoop Yet 
Another Resource Negotiator (YARN), Apache Spark cluster setup is done. This 
framework allows end users to expeditiously distribute, execute and harvest jobs. 
Each machine, such as physical or virtual device in Apache Spark cluster, is defined 
as a node. The framework contains three types of nodes. They are (1) master node (2) 
slave nodes and (3) data storage node.
 1. Master node (NM) supervises all other nodes and provides an interface to the 

end-user to make communication to the other nodes in the cluster. Moreover, 
the workloads are distributed to the slave nodes and aggregate the output from 
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all other slave nodes. In offline evaluation, it receives data from the data storage 
node and performs preprocessing followed by segmentation.

 2. Slave nodes (NS) facilitate actual computation. In offline system, it retrieves the 
preprocessed data from the master node and performs the actual computation.

 3. Data storage node (NDS) acts as a data base to store the data in offline evaluations. 
A master node can issue command to the data storage node to act as a slave node. 
This usually keeps track of the data on daily basis and aggregates and stores in 
NoSQL data base. This data can retrieve data on daily, weekly and monthly basis.

Distributed deep learning framework has been constructed by considering the 
following advantages:
 1. It helps to increase the speed of training deep learning models and as a result 

hyper parameter selection task becomes easier.
 2. Moreover, this type of system can be deployed on a large scale in real time to 

analyze large amounts of data with the aim to detect and issue an alert in a timely 
manner.

The proposed scalable architecture employs distributed and parallel algorithms 
with various optimization techniques that make it capable of handling the very high 
volume of Cyber security data. The scalable architecture also leverages the processing 
capability of the General Purpose Graphical Processing Unit (GPGPU) cores for faster 
and parallel analysis of Cyber security data. The framework architecture contains two 
types of analytic engines—real-time and non real-time analytic engines. The purpose 
of analytic engine is to generate an alert in case of attacks and detailed analysis and 
monitoring of Cyber security data to estimate the state in running condition of Cyber 
security system. Merely using a commodity hardware server, the developed framework 
is capable of analyzing more than 2 million events per second. The developed 
framework can be scaled out to analyze even larger volumes of network event data 
by adding additional computing resources. The scalability and real-time detection of 
malicious activities from early warning signals makes the developed framework stand 
out from any system of a similar kind.

6.	 Background

This section discusses the concepts behind transforming the text to numerical 
representation, deep learning architectures along with its mathematical details.

6.1 Text Representation
Natural language processing (NLP) has roots in many Cyber security use cases, 
such as domain generation algorithms, malicious URL detection, intrusion detection, 
android malware detection, spam detection, log analysis, insider threat detection and 
many others. Representation of texts is considered as a predominant task in NLP. Text 
representation is a way of making computers understand the meaning, contexts and the 
syntactic and semantic relationship of words or characters. Generally, the performance 
of machine learning algorithms relies on the text representations. Thus discarding 
of the syntactic and semantic similarity between words leads to loss of explanatory 
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factors. Traditional word representations used in text mining also fail to preserve the 
word order. Recent advancements in distributed word representation methods have 
the capability to learn the rich linguistic regularities between words. Word embedding 
follows distributed representations which can handle the high dimensionality and 
sparsity issues efficiently. In simple terms, word embedding is a method that converts 
texts into numbers. It has remained an active area of research to find out better word 
representations than the existing ones. There are two types of text representation most 
commonly used. They are:
 • Representation of texts in character level
 • Representation of texts in word level

Initially, preprocessing for texts is done by creating a dictionary in which a unique 
key is assigned to each word/character in the text corpus. Moreover, the unknown 
words or characters are assigned to a default key, 0. Preprocessing includes converting 
all texts into lower case to avoid regularization issue and removal of non-word objects. 
Non-sequential and sequential representations are two most commonly used methods 
to convert word/character to numerical representations.
 • Non-sequential input representation: Non-sequential input representation of 

domain names/URLs fail to preserve the sequential information among the 
characters and disregard the spatial correlation between characters. Bag of words 
and tf-idf (term frequency-inverse document frequency) belong to non-sequential 
input representation.

 • Sequential input representation: Initially, the dictionary D is formed by assigning 
a unique key for each character in the dataset. Based on the frequently occurring 
character statistics, the characters are placed in an ascending order in a dictionary 
D. Each character of a domain name/URL is assigned to an index in accordance 
with dictionary D. The length of domain name/URL character vectors are 
transformed to the same length by choosing the desired sequence length. The 
character vectors that are longer than the desired sequence length are cut down 
and zero padding is done to the short vectors.

 • Approach to extend the dictionary: N-grams is a typically used approach in NLP. 
It provides a way to extend the dictionary. It belongs to non-sequential input 
representation. In the field of NLP, extracting gram is a classifier which does 
according to size of n, for example if n is 1, its unigram, 2 is bigram and 3 is 
trigram. If a model of a data is been high, four and five grams have been used. 
Total number of N-grams in a sentence can be found as follows:

 ( 1)SNgrams S NW= − −  (1)

  where S denotes a sentence and NW is the number of words in a sentence S.
 • Character embedding: [71] was the first person to present the dense representation 

of words in the year 2003. For language modelling, they have mapped the data 
to look up table and use the resulting dense vectors. In [72] showed an enhanced 
word embedding and demonstrated the flexibility of word embedding in various 
NLP errands. After the improvement of more productive word embeddings [73, 
74], word embedding turned into an essential part of neural system-based NLP 
and text mining. Additionally, character level embeddings picked up prevalence 
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among scientists. [75] utilized character embedding to manage the ‘out of 
vocabulary’ problem. [76] utilized character embeddings with a convolutional 
neural network for named entity recognition. In this work, Keras character 
embedding is utilized for DGA and URL detection. Initially, random weights are 
assigned and weight will learn embedding for all the characters in the corpus. It 
coordinatively works with the other layers and optimizes weights to minimize the 
loss during the back propagation.

6.2 Logistic Regression
It is one of the largely used machine learning algorithms for both classification and 
prediction. It is generally considered as a statistical tool used to analyze data when 
there are one or more independent variables determining the output. It is a special 
case of linear regression, wherein the logistic regression predicts the probability of 
outcome by fitting the data to a logistic function given as

 1( )
1 zz
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σ −=
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6.3 Random Forest
Random Forest (RF) combines a subset of observations and variables and builds a 
decision tree (DT). RF is like an ensemble tool which unites many decision trees. This 
logic of combining decision trees ensures a better prediction than individual DT. The 
concept of bagging is extensively used in RF to create several minimal correlated DT.

6.4  Artificial Neural Networks (ANNs)
Artificial neural networks (ANNs) represent a directed graph in which a set of artificial 
neurons generally called ‘units’ in mathematical model are connected together with 
edges. This is influenced by the characteristics of biological neural networks, where 
nodes represent biological neurons and edges represent synapses. Feed-forward 
networks (FFNs) and recurrent neural network (RNN) are two main types of ANNs.

A feed-forward network (FFN) consists of a set of units that are connected together 
with edges in a single direction without formation of a cycle. They are simple and 
most commonly used algorithms. Multi-layer perceptron (MLP) is a subset of FFN 
that consist of three or more layers with a number of artificial neurons, termed as units 
in mathematical terms. The three layers are input layer, hidden layer and output layer. 
There is a possibility to increase the number of hidden layers when the data is complex 
in nature. So, the number of hidden layers is parameterized and relies on the complexity 
of the data. These units together form an acyclic graph that passes information or signals  
in forward direction from layer to layer without the dependence of past input.  
MLP can be written as HI : Rp × Rq where p and q are the size of the input vector  
x = x1, x2, …, xp–1, xp and output vector O(x) respectively. The computation of each 
hidden layer Hli can be mathematically formulated as follows:

 ( ) ( )T
i i iHI x f w x b= +  (3)

HIi : Rdi–1 → Rdi

f :  R → R
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wi ∊ Rdi×di–1, and bi ∊ Rdi, f is the elementwise non-linearity function. This can be 
either logistic sigmoid or hyperbolic tangent function. sigmoid have values between 
[0, 1] whereas [1, –1] range of values for hyperbolic tangent. If we want to use MLP 
for multiclass classification problem, then the output usually has multiple neurons. For 
this, softmax function can be used. This provides the probabilities of each class and 
selects the highest one resulting in crisp value.
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Three-layer networks with a softmax function SF(Z) in output layer of MLP is 
identical to multi-class logistic regression. An MLP network with l hidden layers 
together can be generally defined as:

 HI(x) = HIl (HIl–1(HIl–2(… (HI1(x))))) (7)

6.5  Loss Functions, Steepest Descent or Gradient Descent and Back 
Propagation

The aforementioned description of FFNs shows that generally MLPs are parameterized 
functions. This requires an approach to find the optimal model parameters for good 
prediction and conclusion. In that, defining a loss function is the initial step. Loss 
function loss(pr, tr) takes the predicted value (pr) and a target value (tr) as input and 
gives the inconsistency between the predicted (pr) and target value (tr). One of most 
commonly used loss functions is the squared Euclidean distance:

 d(tr, pr) = ||tr – pr|| 2
2 (8)

Negative log probability is used for multi-class classification with the tr as the 
target class and p(pr) as the probability distributions that result from the neural 
networks
 d(tr, p(pr)) = – log p(pr)tr (9)

A few experiments conducted in this paper are multi-class problems. However, the 
network receives a list of corrected input-output set inop = (p1, q1), (p2, q2), …, (pn, qn) 
in the training process. Then we aim to decrease the mean of losses as defined below:
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This type of loss function will be used in the following discussed deep learning 
algorithms.
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Loss function has to be minimized to get better results in the neural network. A 
loss functions is defined as:
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where θ = (w1, b1, …, wk, bk)
Our aim is to minimize the loss function Jinop(θ) by choosing the appropriate value 

of θ ∊ Rd. This involves the estimation of fθ (pi) and ∇fθ (pi) at the cost |inop|

 min ( )J
θ

θ  (12)

To do this, we can follow various optimization techniques; typically gradient 
descent is one among them. This is one of the most commonly used and itself establishes 
as a good method for optimizing the loss functions. The repeated calculation of a 
gradient and a parameter update is done to do a single update for the whole training 
dataset by the following update rule:

	 θ new	=	θold	–	α∇θ J(θ) (13)

α is called learning rate. To find derivative of J backpropagation or backward 
propagation of errors algorithm is adopted.

6.6  Recurrent Neural Network (RNN)
Recurrent neural network (RNN) is very similar to multi-layer perceptron (MLP). 
The only difference is that in RNN, the units in hidden layer contain a self-recurrent 
connection. This facilitates to concatenate the output of the hidden layer from the 
previous input samples ‘forward pass’ with the next input sample, and is jointly used 
as the input to the hidden layer [4]. This has showed remarkable performance in long-
standing artificial intelligence (AI) tasks related to the field of machine translation, 
language modeling and SR [5]. Generally, RNN takes an input sequence xT of arbitrary 
length and maps into hidden state vector hiT recurrently with the help of a transition 
function tf. The hidden state vectors at each time step t are calculated as a transition 
function tf of current input sequence xt and previous hidden state vector hit–1, as shown 
below:
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where tf is made up of affine transformation of xt and ht–1 with the element wise 
non-linearity. This type of transition function tf results in vanishing and exploding 
gradient issue while training for long sequences; a gradient vector can grow or decay 
exponentially over time-steps [20]. Long short-term memory (LSTM), is a variant of 
RNN, which has a special unit typically called a ‘memory block’. A memory block 
contains a memory cell, set of input and output gate. The states of a memory cell are 
controlled by input and output gate. Forget gate [21] and peephole connections [22] 
are two important units in LSTM. Forget gate performs forget or reset operation of 
a memory cell and a peephole connection facilitates to learn the precision timings of 
output.
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Generally, a memory block contains input gate (it), forget gate (ft), output gate 
(ot), memory cell (m) and hidden state vector (hi) at each time step t. The transition 
function for a memory block is defined as follows:

 itt = σ(witxt + Pit hit–1 + Qitmt–1 + bit) (15)

 ftt = σ (wf t xt + Pf t hit–1 + Qf t mt–1 + bf t) (16)

 ott = σ (wot xt + Pot hit–1 + Qot mt–1 + bot) (17)

 m1t = tanh(wmxt + Pmhit–1 + bm) (18)

 mt = ftt
i ⊙ mt–1 + itt ⊙ m1 (19)

 hit = ott ⊙ tanh(mt) (20)

where xt is the input at time step t, σ is sigmoid non-linear activation function, ⊙ 
denotes element-wise product.

[23, 24] proposed identity-recurrent neural network (IRNN) and [25] gated 
recurrent unit (GRU). IRNN contains minor changes in comparison to RNN. This 
has significantly performed well in capturing long-range temporal dependencies. 
The minor changes are related to initialization tricks; initialize the appropriate RNNs 
weight matrix using an identity matrix or its scaled version and use ReLU as non-
linear activation function. Moreover, this method performance is closer to LSTM in 
four important tasks; two toy problems, language modeling and SR. GRU is a minimal 
set of LSTM units.

6.7  Convolutional Neural Network (CNN)
Convolutional Neural Network (CNN) can be considered a supplement to the classical 
neural network. This has been largely used in the field of image processing (IP). 
Generally, one dimensional CNN is composed of one or more convolution 1D and 
pooling 1D layers [5], commonly used in texts and signals.

A domain name/URL contains a set of characters which can be defined as  
du = {c1, c2, …,cl}, where c denotes a character and l, the length of domain name/
URL. Each character is taken from a dictionary D. Each character is represented by 
distributional vectors c ∊ R1×d looked up in a character embedding’s matrix C ∊ Rd×|D|. 
This matrix is constructed by concatenating embeddings of all characters in D. For 
facilitating look-up operations, the characters are mapped into indices in D.

For each domain name/URL du, we form a domain name/URL matrix DU ∊ Rd×|du|, 
where each column i represents a character embedding matrix ci at the corresponding 
position i in a domain name/URL. Convolutional neural network (CNN) applies a 
series of transformations to the input matrix DU using convolution1d, pooling1d 
operations to learn optimal feature representation of each character in a domain name/
URL from lower-level word embeddings. This optimal feature representation captures 
the higher-level semantic concepts.

Convolution1d focuses on learning the discriminative character sequences found 
within the domain names/URLs. These are common throughout the training corpus.
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A convolution1D layer applies a set of m filter operations to a sliding window of 
length h over a domain name/URL. Let DU[i:i+h] denote the concatenation of character 
vectors DUi to DUi+h. A new feature fi for a given filter F ∊ Rd×h is estimated by

 [ : ] , ,
,

: ( ) .i i i h k j k j
k j

f DU F+=∑  (21)

A new feature vector fi ∊ Rl–h+1 is formed by concatenating all possible vectors in 
a domain name/URL. Then the vectors fi from all m filters are aggregated to form a 
feature map matrix F ∊ Rm×(n–h+1).

Convolutional1D layer output is passed via non-linear activation ReLU function 
to pooling layer. Pooling 1D is a down-sampling operation. This takes a maximum 
element over a fixed set of non-overlapping intervals, aggregates and forms a feature 
map matrix Fpooled ∊ 

1n hm
s

− +
× , where s is the length of each interval.

Generally, penultimate layer of CNN network is a fully-connected layer. This 
has connection to all activations in a previous layer and contains sigmoid non-linear 
activation function in binary classification and softmax non-linear activation function 
in multi-class classification.

Max-pooling operation output can also be passed to recurrent structures, such 
as RNN, LSTM, GRU and IRNN network to capture the sequence information, as 
defined below:
 FM = CNN(xt) (22)

where, CNN is formed of convolution1D and max-pooling1D layers. The feature map 
FM is passed to recurrent structures to learn the long-range temporal dependencies; xt 
denotes the input feature vector with a class label.

7.	 Software	Frameworks

Many powerful and ease-of-use software frameworks have been built to facilitate 
the implementation of deep learning architectures. The comparative study of these 
deep learning frameworks on various deep learning architectures executed on devices 
(CPU and GPU) were discussed in terms of extensibility, hardware utilization, and 
speed [30]. The deep learning architectures of this research are experimented using the 
most recent software framework Google’s open source data flow engine, TensorFlow 
[31]. TensorFlow allows programmers to build numerical systems as unified data flow 
graphs. All experiments of RNNs approaches are trained using BPTT technique.

8.	 Deep-DGA-Detect:	Applying	Deep	Learning	to	DGA-Based	
Malware	Detection	at	Scale

8.1  Introduction
Nowadays, internet has turned out to be the largest and most important global 
communication medium and infrastructure. It interfaces billions of hubs, empowering 
them to communicate with each other. The Domain Name System (DNS) (or Service 
or Server) is of dominant importance within the operation of the internet. DNS is 
a distributed, scalable, reliable, dynamic and globally available database which 
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maps domain name to IP address and vice-versa. These characteristics of DNS have 
provided an opportunity for cybercriminals to host malicious contents or facilitate 
the management of phishing websites to steal users’ information [41]. These days, 
the behavior and operation of such threats are undergoing pivotal changes and 
advancements. One of the extensively utilized attacking strategies is to utilize botnets 
[42]. Botnets are considerably used for malicious purposes, such as distributed denial 
of service (DDoS) attacks, large-scale spam campaign, identity theft, sniffing traffic, 
key logging, spreading new malware, etc. A botnet is a set of compromised hosts that 
are controlled by a bot master by issuing the commands or instructions to a command-
and-control server (C2C). Blacklisting and sinkholing are the most commonly used 
methods by security organizations to block the communication point between the C2C 
and a botmaster [43, 44]. Blacklisting is considered a daunting task mainly because 
the data base has to be updated manually on a regular basis. Moreover, botnets are 
consistently improved and new methods to evade detection are persistently being 
created. One of the widely used methods by attackers to evade blacklisting is DNS 
agility or fluxing methods, which is mostly an IP flux or domain flux service [45]. In 
this paper, only domain flux service is studied. A domain flux service uses domain 
generation algorithm (DGA). It generates domain names pseudo-randomly on a large 
scale and tries to contact their C2C server using hit-and-trial method. To successfully 
defeat an attack, all domain names must be blacklisted or sinkholed before they go 
to work. Sinkholing means reverse engineering the malware and its DGA family, 
to find the seed. A seed is a union of numeric, alphabet, date/time, etc. Using the 
seed, the respective botnets can be hijacked by registering the upcoming domain 
names and using them as an impersonator C2C server. Intuitively, an adversary must 
redeploy botnets with updated seeds to resume their functionality. This defense turns 
increasingly more complex because the degree of dynamically-generated domains 
increases. Overall, both blacklisting and sinkholing approaches are productive only 
when both the algorithm and the seed used by botnet campaign is known.

A detailed study of the effectiveness of blacklisting in extensive reportage of 
DGA-generated domain was done by [43]. The study was considered with both the 
public and private blacklists. DGA reportage of public blacklists was considerably 
less in comparison to the DGAs analyzed by way of the authors being contained in 
any of the blacklists. Private blacklists progressed well, but the performance of them 
varied from 0 per cent to 99.5 per cent over various malware families. This study 
claims that the blacklists are needed. They can act as an initial shelter and provide 
adequate level of protection; the other method has to be incorporated.

The creation of a DGA classifier to attack DGA-based malware is another most 
commonly used approach. This classifier can stay within the network, sniffing out 
DNS requests and seeking out DGAs. Whenever DGA classifier detects the DGAs, 
it informs the network administrators or other automated tools to further inspect the 
roots of a DGA. Previous work in DGA analysis and detection can be divided into 
retrospective detection and real-time detection. Retrospective detection acts as a 
reactionary system because it splits large sets of domain names into categories, using 
clustering with the aim to produce statistical properties of each category [46–48]. 
Pleiades [46] was the primary system that was capable of detecting DGA-based 
domains without reverse engineering the bot malware. This includes DGA discovery, 
DGA classification and C&C detection module. DGA discovery module detects 
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and clusters botnet queries based on NXDomains. DGA classification module uses 
Alternating Decision Tree learning approach for discovering and differentiating the 
NXDomain clusters and C&C detection uses Hidden Markov Models, each DGA 
family using a unique model. Generally, during training, a model is created and DGAs 
are categorized based on the statistical tests, e.g., Kullback-Leibler divergence. This 
method is mainly based on analyzing the bunch of traffic, so DGA possibly establishes 
communication before being detected. Moreover, these types of detection systems 
make use of contextual information, such as NXDomains, HTTP headers and passive 
DNS to further enhance the DGAs detection rate. These kinds of DGAs detection 
systems cannot be adopted for real-time detection and prevention in real-time security 
applications [49]. Moreover, using the contextual information in detecting DGA’s in 
many of the real-time applications, for example, endpoint detection and response may 
not be a suitable approach. Mainly due to that, the endpoint detection and response 
system has uncompromisable requirements on usage of memory, network and 
processing.

Real-time detection methods aim at detecting and classifying domain as either 
DGA generated or benign on a per domain basis by using only the domain name 
to block any C2C server communication. This is often considered to be complex in 
comparison to the retrospective method because achieving the optimal performance in 
real-time deployment system is difficult. In [49] the performance of the retrospective 
methods was very less. Many of the previous real-time methods are mostly based on 
machine learning. Classical machine learning-based DGA detection and classification 
rely on the feature engineering phase, e.g., string length, vowel to consonant ratio, 
entropy, etc. As a result, their performance implicitly depends on the domain-specific 
features. The domain-specific feature extraction is not always feasible, mainly due to 
the magnitude of data and features accessible. Deep learning is a feasible approach to 
obtain the optimal feature representation in accessing the big data. Moreover, feature 
engineering methods are easy to bypass. For the very first time, [46] proposed Hidden 
markov model (HMM) based real-time DGA detection system and the performance 
was really poor. Unlike the feature engineering mechanism in classical machine 
learning, deep learning architectures take the raw domain names as input and non-
linearity in each hidden layer facilitates to learn the more complex and abstract feature 
representations. The objective of this subsystem is set as follows:
 • The authors introduce Deep-DGA-Detect, a scalable DGA-based botnet 

identification framework that efficiently analyses the DNS traffic in a network, 
detecting and alerting the presence of DGA-generated domain.

 • The performance of various classical machine learning and deep learning 
architectures is shown over a large labeled dataset in the context of detecting the 
DGA-generated domain name and classifying them to their DGA family. These 
labelled datasets consist of a mix of algorithmically-generated domains and 
benign domains gathered from the Alexa, OpenDNS and 40 well-known DGA-
based malware families [33].

 • A full-fledged implementation of Deep-DGA-Detect was performed and 
evaluated over a large labeled dataset consisting of a mix of algorithmically-
generated domains and benign domains gathered from the network activity of 
private sources and public source, OSINT.
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8.2 Experiments
To train deep learning architectures at scale, the TensorFlow1 framework is used with 
Apache Spark.2 TensorFlow with Apache Spark on top of Hadoop3 stack enables more 
efficient and accurate analysis of big data.

8.2.1 Description of Data Set

To avoid the issues that are discussed in [32], we have used three different datasets 
as shown in Table 1. The detailed statistics of the Dataset 1 is displayed in Table 2. 
All are completely disjointed to each other. Dataset 1 is from [33]; each domain name 
is labeled as benign or DGA-generated in classifying whether the domain name as 
benign or DGA-generated. In the case of categorizing the DGA-generated domain 
name to their respective botnet family, domain names are labeled with their family. 
The benign domain names are from Alexa [34], OpenDNS [35] in all three datasets. 
Data-set 2 is collected from OSINT real time DGA feeds [36]. Dataset 3 is gathered 
from real-time DNS traffic in our LAB network. The three datasets are gathered from 
entirely different environments and each has different ratio of benign and DGA-
generated domain names.

8.2.2 Hyper-parameter Selection

All deep learning architectures are trained using back propagation through time (BPTT) 
technique. The deep networks such as RNN, IRNN, LSTM, GRU, CNN and CNN-
LSTM are parameterized functions and finding the best parameter is an important 
task. This is primarily due to the fact that the DGA detection rate implicitly depends 
on the optimal network parameters and network structures [37]. All experiments were 
run for 1000 epochs with batch size 128 and learning rate 0.001.

In RNN/LSTM/GRU/IRNN, two trial of experiments are run for the number of 
units/memory blocks 32, 64, 96, 128, 256 with moderately sized RNN/LSTM/GRU/
IRNN network. A moderately sized RNN/LSTM/GRU/IRNN network contains a single 
RNN/LSTM/GRU/IRNN layer followed by dropout layer 0.1 and fully-connected 
layer with one neuron and sigmoid non-linear activation function. An RNN/LSTM/
GRU/IRNN layer with 64 units/memory blocks performed well and moreover the 
performance of 32 units/memory blocks is comparable to the 64 units/memory blocks. 
To provide further level of freedom in feature extraction, the number of units/memory 
blocks is set to 128 for the rest of the experiments. In the second set of experiments, 

Table	1:	 Statistics of data-set.

Source Training Validation Testing

Data set 1 810000 414736 205000

Data set 2 – – 94500

Data set 3 – – 82000

1 https://www.tensorflow.org/
2 https://spark.apache.org/
3 http://hadoop.apache.org/

http://hadoop.apache.org
https://spark.apache.org
https://www.tensorflow.org
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Table	2: Detailed statistics of dataset, Data set 1 for multi-class classification.

Domain	Family Training Validation Testing
Alexa and OpenDNS 80000 50000 20000
bamital 20000 10000 5000
banjori 20000 10000 5000
bedep 10000 5188 2000
conficker 20000 10000 5000
corebot 20000 10000 5000
cryptolocker 20000 10000 5000
dnschanger 20000 10000 5000
dyre 20000 10000 5000
emotet 20000 10000 5000
gameover 20000 10000 5000
gameover˙p2p 20000 10000 5000
gozi 20000 10000 5000
locky 20000 10000 5000
matsnu 20000 10000 5000
murofet 20000 10000 5000
murofetweekly 20000 10000 5000
necurs 20000 10000 5000
nymaim 20000 10000 5000
oderoor 20000 10000 5000
padcrypt 20000 10000 5000
proslikefan 20000 10000 5000
pushdo 20000 10000 5000
pykspa 20000 10000 5000
pykspa2 20000 10000 5000
qadars 20000 10000 5000
qakbot 20000 10000 5000
ramnit 20000 10000 5000
ranbyus 20000 10000 5000
rovnix 20000 10000 5000
simda 10000 6000 2000
sisron 20000 10000 5000
suppobox 20000 10000 5000
sutra 20000 10000 5000
symmi 20000 10000 5000
szribi 10000 9536 4000
tinba 20000 10000 5000
torpig 20000 10000 5000
urlzone 20000 4012 2000
virut 20000 10000 5000
Total 810000 414736 205000
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we pass bigrams as inputs to RNN/LSTM/GRU/IRNN. Their performances were 
considerably poor in comparison to the character-level inputs.

In CNN, three trial of experiments are run for filters 4, 16, 32, 64 and 128 and 
filter length 3 with a moderately sized CNN. The moderately sized CNN is composed 
of convolution1d, maxpooling1d with pooling length 2, fully-connected layer with 
128 neurons, dropout layer with 0.2 and fully-connected layer with 1 neuron and 
sigmoid non-linear activation function. CNN network with 64 filters outperformed the 
other filters. Thus for the rest of the experiments, we have set the number of filters in 
convolution1d layer as 64.

8.2.3 Proposed Architecture

An intuitive overview of the proposed deep learning model is shown in Fig. 1. This 
is composed of three sections, such as domain name character embedding, feature 
representation and a classifier. This contains several parameters that are learned by the 
deep neural network during training. During training, embedding, deep learning layers 
and fully-connected layers, all work in concert to make an accurate and robust DGA 
detection. This model is evaluated on three various experimental designs:
 • Binary classification, i.e., classifying the domain name as DGA or non-DGA.
 • Multi-class classification, i.e., addition to detecting the DGA domain, categorizing 

into their corresponding DGA family.
 • Deep learning models trained on Dataset 1 is evaluated on the Dataset 2 and 

Dataset 3 (both are collected in different environment) in the context of classifying 
the domain name as DGA or non-DGA.

The computational flow of the deep learning model is explained below:
 • Domain	name	character	embedding: By using the aforementioned approach 

(Section 6.1), a matrix is constructed for training (810000*81), validation 
(414736*81) and testing (205000*81) for Dataset 1, Dataset 2 (94500*81) and 
Dataset 3 (82000*81). These matrices are passed to an embedding layer with 

Fig.	1:	 An intuitive overview of proposed deep-learning approach. All connections and inner units are 
not shown and can be considered as representative of proposed deep-learning model.
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batch size 128. An embedding layer maps each character on to a 128 length real 
valued vector. This can be considered as one of the hyper parameters. We chose 
128 to provide further level of freedom to the deep learning architectures. This 
collaboratively works with the other layers in the deep network during back 
propagation. It facilitates to learn the similar characters that come close together. 
This kind of domain name character clustering facilitates to other layers to easily 
detect the semantics and contextual similarity structures of domain names. To 
visualize, the 128 high-dimensional vector representation is passed to the t-SNE, 
as shown in Fig. 2. It shows that the characters, numbers and special characters 
have entirely appeared in separate clusters. This reflects that the embedding 
representation has learnt the semantics and contextual similarity of domain 
names.

 • Feature	 representation: We adopt various deep layers RNN, LSTM, 
GRU, IRNN, CNN and a hybrid network, such as CNN-LSTM for feature 
representation. Recurrent layers, such as RNN, LSTM, GRU and IRNN extract 
sequential information and CNN helps to extract spatial information among the 
characters. All the architectures are not too deep and that’s the reason batch-
normalization is not employed [38]. The pattern-matching technique followed 
by deep learning layers is more effective in comparison to the other techniques, 
like regular expressions. Regular expressions output binary value whereas deep 
learning layers outputs a continuous value that represents how much the pattern 
matched. Additionally, regular expressions are written by hand whereas deep 
learning models implicitly capture the optimal feature representation. Like this, 
deep learning layers automatically apprentice to accurate complex, abstruse 
patterns in a down-covered way.

 • Recurrent	 layers: We use the following recurrent layers, RNN, LSTM, GRU 
and IRNN. Based on the knowledge obtained from hyper parameter selection, the 
number of units (memory cells in LSTM and GRU) is set to 128. Recurrent layer 
captures the sequential information from the embedding layer output, which is in 
the form of a tensor and passes into dropout layer. A unit in RNN uses hyperbolic 

Fig.	 2:	 Embedded character vectors learned by CNN-LSTM classifier are represented using two-
dimensional linear projection (PCA) with t-SNE. Consider the CNN-LSTM group characters by 

similar effect on its states and the consecutive loss.
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tangent as an input and output activation function that has values in range [–1, 1]. 
An LSTM memory cell uses hyperbolic tangent as an input and output activation 
function that has values in range [–1, 1] and gates uses logistic sigmoid that has 
values in range [1, 0].

 • Convolution	layers: To learn the spatial co-relationships or local features among 
the characters, CNN is used. It has two layers—in first layer with the help of 
multiple convolution1d operations local features are extracted and passed to the 
maxpooling1d. A convolution1d layer uses 64 filters with filter length 3 that slide 
over the character embedding vector sequence and output a continuous value at 
each step. This is actually a representation of how much the pattern has matched 
in the character-embedding vectors sub-sequence. This contains a pool length 
of 2 that divides the convolution feature map into two equal parts. Next, the 
maxpooling1d output is flattened to a vector and passed to the fully-connected 
network in CNN. For CNN-LSTM, maxpooling1d output, i.e., consolidated 
features of CNN network is again passed to the LSTM to learn the sequential 
information among the spatial features that are obtained from the CNN. This 
LSTM layer includes 70 memory blocks.

 • Regularization: A dropout layer with 0.1 (0.2 in CNN) is used between deep 
layers and fully-connected layer that acts as a regularization parameter to prevent 
overfitting. A dropout is a method for removing the neurons randomly alongwith 
their connections during training a deep learning model. In our alternative 
architectures, the deep networks could easily overfit the training data without 
regularization, even when trained on a large number of DGA corpus.

 • Classification: The newly formed features from deep layers are passed to fully-
connected layers for classification. A fully-connected layer is an inexpensive 
way of learning the non-linear combination of the learnt features by deep layers. 
In fully-connected layers, each neuron in one layer is connected to every other 
neuron in another layer. The fully-connected neural network is composed of 
two layers, such as fully-connected layer with 128 units and followed by fully-
connected layer with one unit. It contains sigmoid activation function in binary 
classification, softmax activation function in multi-class classification (fully-
connected layer with 40 units). In classifying the domain name as either benign 
or DGA generated, the prediction loss of deep learning models is estimated using 
binary-cross entropy:
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  where p is a vector of predicted probability for all domain names in testing dataset, 
e is a vector of expected class label, 0 for benign and one for DGA generated.

  In classifying the domain name as either benign or DGA generated and 
categorizing them to their family, the prediction loss of deep learning models is 
estimated using categorical-cross entropy:

 ( , ) ( ) log( ( ))
x

loss p e p x e x= −∑  (24)

  where p is true probability distribution, q is predicted probability distribution. To 
minimize the loss of binary-cross entropy and categorical-cross entropy we have 
used Adam optimizer [39] via backpropagation.
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8.3  Other Alternative Architectures Attempted
There are other architectures that we tried out while selecting the proposed deep 
learning model, i.e., CNN-LSTM:
 • Stacked RNN/LSTM/GRU/IRNN layers
 • Stacked embeddings followed by RNN/LSTM/GRU/IRNN/CNN/CNN-LSTM 

layer
 • Stacked convolution1d layer to capture non-linear convolution activations
 • Stacked convolution1d layer followed by RNN/LSTM/GRU/IRNN layer in 

hybrid architecture

8.4  Evaluation Results
The performance of proposed deep learning and machine learning models are 
evaluated on three different datasets, such as Dataset 1, Data set 2 and Dataset 3. 
Moreover, the performance of trained model on Dataset 1 is evaluated on Dataset 2 
and Dataset 3 in classifying the domain name as benign or DGA generated. The results 
are shown in the form of an ROC curve by comparing two operating characteristics, 
such as true positive rate and false positive rate across varying thresholds in the 
range [0.0–1.0]. This metric is independent of the proportion of benign to malicious 
samples in the entire corpus. The ROC curve for Dataset 1, displayed in Fig. 3 and 
the other statistical metrics for all the three datasets are reported in Tables 3 and 4. 
Deep learning models outperform the N-gram or domain-expert derived features with 
a large size of domain name corpus. This suggests that the embeddings with deep 
learning layers can be a robust approach for automatic feature extractor. Moreover, the 
performances of N-grams are better than the domain-expert-derived features. This is 
due to the advantage with the large size of domain name corpus and bag of N-grams 
is an effective representation in the domain of NLP [40].

Fig.	 3:	 ROC curve of deep-learning architectures and classical machine-learning classifier in the 
context of classifying the domain name as either non-DGA or DGA (TPR vs FPR) for Dataset 1.
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The overall results for all the deep learning models for Dataset 2 and Dataset 3 
is considerably less in comparison to Dataset 1. This is because the Dataset 2 and 
Dataset 3 are collected in an entirely different environment. Thus the domain names 
are unique and not seen in the trained model with Dataset 1. However, the results are 
considerable.

8.5  Conclusion, Future Work and Limitations
In this subsystem, the performance of deep learning architectures was assessed to detect 
and classify the DGA-generated domains as used by modern botnets. In addition, the 
other traditional supervised machine learning classifiers are evaluated. Deep learning 
methods are preferable over other traditional machine learning methods as they 
have the capability to obtain optimal feature representation themselves by taking the 
raw domain names as their input. Handcrafted feature engineering methods require 

Method Accuracy Precision Recall F-score

RNN 0.957 0.975 0.977 0.976

LSTM 0.989 0.990 0.998 0.994

I-RNN 0.967 0.978 0.985 0.982

GRU 0.984 0.988 0.994 0.991

CNN 0.960 0.969 0.987 0.978

CNN-LSTM 0.994 0.994 0.999 0.997

bigram-logistic regression 0.906 0.906 0.999 0.950

Expert level hand designed features

Random Forest 0.902 0.902 1.000 0.949

Data set 2-CNN-LSTM 0.959 0.957 0.992 0.974

Data set 3-CNN-LSTM 0.936 0.931 0.989 0.959

Table	3:	 Summary of test results in classifying the domain name into either benign or DGA generated.

Method Accuracy Precision Recall F-score

RNN 0.920 0.922 0.920 0.918

LSTM 0.963 0.964 0.963 0.963

I-RNN 0.934 0.938 0.934 0.932

GRU 0.959 0.960 0.959 0.958

CNN 0.924 0.925 0.924 0.922

CNN-LSTM 0.977 0.978 0.977 0.976

bigram logistic regression 0.880 0.882 0.880 0.875

Expert level hand designed features

Random Forest 0.855 0.859 0.855 0.849

Table	4: Summary of test results in classifying the domain name into either benign or DGA generated 
and categorizing DGA generated domain name to their family for Data set 1 (Classwise true positive 

rate and false positive rate is available in Fig. 1.5).
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domain-level knowledge of the subject and prove ineffective at handling the drifting of 
domain names in the scenarios of adversarial machine learning setting. Notably, deep 
learning architectures have performed well in comparison to the traditional machine 
learning classifiers in all kinds of datasets. Moreover, the LSTM and hybrid network 
which are composed of CNN followed by LSTM have significantly performed well 
in comparison to other deep learning approaches. In addition to detecting the DGA-
generated domain, domain names are classified to corresponding DGA family, which 
can offer the context concerning the origin and intent of the domain-generating 
malware.

We have christened Deep-DGA-Detect that analyzes and explores the event 
data generated by core internet protocol, i.e., Domain Name Systems (DNS) to 

Fig.	4: Classwise TPR and FPR.
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combat the Cyber security threats. This can be used as cyber threat situational 
awareness platform at Tier-1 Internet Service Provider (ISP) level. This framework 
can be made more robust by adding malware binary analysis module, facilitating 
detailed information of the malware. Moreover, this completely fails at detecting the 
malicious communications that circumvent DNS by using direct IP addresses for their 
communication. This limitation can be alleviated by incorporating the NetFlow. With 
concern on computational cost of training on longer domain names, we are unable 
to train more complex architecture. The reported results can be further improved by 
using high computational cost architecture. The complex network architectures can be 
trained by using advanced hardware followed by distributed approach in training that 
we are incompetent to try.

9.	 Deep-URL:	A	Deep	Dive	to	Catch	Malicious	URLs	using	Deep	
Learning	with	Character	Embeddings

9.1  Introduction
In recent years, internet has progressed from simple static websites to billions of 
dynamic and interactive websites. This advancement has absolutely reworked the 
paradigm of communication, trading and collaboration as a good thing for humanity. 
However, these precious benefits of the web are adumbral by cyber-criminals who 
use the web as a medium to perform malignant exercises with the aid of illegitimate 
advantages. Generally a malicious author uses compromised uniform resource locator 
(URL) as a primary tool to point to the malicious websites [50]. Compromised URLs 
are termed as malicious URLs, distributed via communication channels like e-mail and 
social media resources. In [51] acclaimed that one-third of all websites are potentially 
malicious in nature, demonstrating aggressive use of malicious URLs to perpetrate 
cyber-crimes. Thus detecting compromised URLs in a timely manner avoids significant 
damages. Development of an appropriate solution to tackle malicious URLs has been 
considered a significant work in internet security intelligence.

Most commercial systems existing in the market are based on blacklisting, regular 
expression and signature-matching methods [52]. All of these methods are reactive 
that suffer from delay in detecting the variants of existing malicious URLs and 
entirely new ones at that. By that time, a malicious author can get benefits from the 
end users. Both systems require a domain expert in which they constantly monitor 
the system and create signatures and push out updates to the customer. As a solving 
measure, over a decade researchers have proposed several machine learning-based 
URL detection systems [52]. These systems require domain-level expert knowledge 
for feature engineering and feature representation of security artifact type, e.g., URLs 
and finding the accuracy of machine learning models using those representations. 
In case of real-time system deployment, the machine learning-based URL systems 
encounter issues like large labeled training URLs corpus and analyzing the systems 
when patterns of URL keep continuously changing. Deep learning is a subdivision 
of machine learning [37] that is a prominent way to reduce the cost of training and 
operates on raw inputs instead of relying on manual feature engineering. Towards this, 
we propose deep-URL that takes raw URLs as input, character-level embedding, deep 
layers and feed-forward network with non-linear activation function to detect whether 
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the URL is malicious or benign. For comparative study, the performances of the other 
machine learning classifiers are evaluated.

9.2  Related Work
Researchers have used blacklisting and machine learning-based solutions as their 
primary techniques to attack the malicious URLs. Blacklisting is one of the non-
machine learning mechanisms widely used to block malicious URLs. It uses 
honeypots, web crawlers and manual reporting through human feedback as their 
tools to update the repository of malicious URLs. While a user attempts to visit URL, 
blacklisting will be triggered automatically. This does the pattern matching to know 
whether the URL is in their repository. If so, the request is blocked. This has been 
employed in web browsers, such as PhishTank [53], DNS-BH [54] and jwSpamSpy 
[55]. Commercial malicious URL detection systems are Google Safe Browsing 
[56], McAfee SiteAdvisor [57], Web of Trust (WOT) [58], Websense ThreatSeeker 
Network [59], Cisco IronPort Web Reputation [60] and Trend Micro Web Reputation 
Query Online System [61]. Blacklisting mechanisms are simple, easy-to-implement 
and are completely ineffective at finding the new malicious URL and additionally, 
always require human input to update the malicious URL repository.

Machine learning methods rely on feature engineering to extract lexical, host-
based features and a combination of both to distinguish between the benign and 
malicious URLs. Host-based features include information related to IP address, 
domain name, connection speed, WHOIS data and geographical properties. Lexical 
features include domain name and properties such as length, number of tokens and 
hyphens, IP address or port number, directory, file name and parameters. Initially, 
[62] used various machine learning classifiers with URL features to classify the URLs 
as either malicious or benign. In feature engineering, they used recursive entropy 
reduction-based mechanism to obtain tokens and in second step they extracted a 
set of features from the collected tokens. They claimed that the URL-based features 
performed well in comparison to the page content features. In [63] they studied hidden 
fraudulent characteristics of URL by using only the features of lexical, header and 
time information. Their reported results showed higher malicious detection rate and 
additionally they also made a statement such that the methods can perform well when 
large number of samples of malicious and benign URLs exist in training phase. [64] 
proposed scalable mechanism towards handling large-scale malicious URLs using 
an online learning algorithm. They reported that the performance of online learning 
algorithm were good in comparison to batch-learning algorithms by demonstrating 
it through a real-time URL classification system. Online learning mechanisms 
used feature set from a combination of blacklist host-based information and lexical 
information and showed malicious detection rate up to 99 per cent over a balanced 
data-set. In [65] they compared the effectiveness of Artificial Neural Network (ANN) 
approach over static classifiers, such as Support Vector Machine (SVM), Decision 
Tree (DT), Naive Bayes (NB) and K-Nearest Neighbors (KNN) to malicious web page 
detection by using the static feature sets from lexical in URL and page contents. ANN 
approach performed well by reporting highest accuracy at 95.08 in comparison to the 
other static classifiers. Additionally, the importance of each feature towards identifying 
attacks and thereby reducing the false positive rate was discussed in detail. In [66] 
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they discussed the performance of SVM and ANN approaches to detect malicious 
URLs using lexical and host-based features. As a result, ANN mechanism performed 
well over SVM due to its capability to store the past information of visited URLs over 
a long time and update and delete when it sees a change in the hidden layer of the 
MLP network. Unfortunately, identifying the optimal features by following manual 
feature engineering is a daunting task. Moreover, the features have to be constantly 
updated to evade the evolving obfuscation techniques. This work automates the feature 
engineering process instead of relying on manual feature engineering.

9.3 Experiments
9.3.1 Description of Dataset

It was necessary to collect a variety of different URLs. Over time, as malicious URLs 
have grown, it has become increasingly difficult for people even after collaborating 
with one another to keep track of the growing samples of malicious URL. For  
Dataset 1, unique samples of legitimate and malicious URLs were acquired from Alexa.
com and DMOZ directory and OpenPhish.org, Phishtank.com, MalwareDomainlist.
com and MalwareDomains.com. Dataset 2 is from [68]. There are different ways to 
split the dataset into training and testing. For Dataset 2, two types of splits are used. 
One is random split using scikit-learn [67] and second one is using the time-split. 
In the case of malware detection, time split is good and helps to improve zero-day 
malware detection. The training dataset could be URL samples first visible in a time 
period earlier than the test dataset. The test set might be samples, that the model has 
and which were not visible earlier than playing the function as zero-day malware. The 
detailed statistics of Dataset 1 and Dataset 2 are displayed in Table 5.

Table	5: Statistics of URL corpus.

Dataset Training Testing

Data set 1 150793 73229

Data set 2 random split 87201 37373

Data set 2 time split 86315 38259

9.3.2 Hyper-parameter Selection

All experiments of deep learning models are trained using the backpropagation 
through time (BPTT) approach. The deep learning models, such as RNN, IRNN, 
LSTM, GRU, CNN and CNN-LSTM are parameterized functions. Thus the malicious 
detection rate of deep learning models implicitly depends on the optimal parameters 
[37]. Finding a best optimal parameter for the network and the network structure is 
considered an important task. All experiments are run for 1000 epochs with batch size 
256 and learning rate 0.001.

We run three trial of experiments for the number of units/memory blocks—32, 64, 
128, 256, 512 with a basic LSTM network. A basic network contains a single RNN/
LSTM/GRU/IRNN layer followed by dropout 0.2 and fully-connected layer with 
one neuron and sigmoid non-linear activation function. Experiments with 256 units/
memory blocks in RNN/LSTM/GRU/IRNN performed well in comparison to the 

http://OpenPhish.org
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others. Even though the experiments with 128 units/memory blocks are comparable 
to 256, we have set the number of units/memory blocks to 256 for the rest of the 
experiments to provide additional degrees of freedom in feature learning. We have 
also made an attempt by passing the bigrams as input to RNN/LSTM/GRU/IRNN 
model. The performance of bigram is lesser than the character-level inputs.

We run three trial of experiments for filters 4, 16, 32, 64, 128, 256 and 512 
with filter length 4 in a basic CNN network. The basic CNN network is composed 
of convolution1d, maxpooling1d with pool length 2, fully-connected layer with 
256 neurons, dropout layer with 0.3 and fully-connected layer with one neuron and 
sigmoid non-linear activation function. CNN network with 256 filters performed well 
in comparison to the other filters. Moreover, the performance of CNN network with 
128 filters is comparable to 256. Thus, we decided to set the number of filters at 256 
for the rest of the experiments.

9.3.3 Proposed Architecture

An intuitive overview of the proposed deep learning model is shown in Fig. 5. This 
contains three sections, such as URL character encoding, feature learning and a 
classifier. The deep learning architecture contains several parameters that are learned 
by the deep neural network during training. During training, embedding, deep learning 
layers and fully-connected layers all work in concert to make an accurate malicious 
URL detection model. The model is evaluated on three experimental designs given 
below:
 • Binary classification, i.e., classifying the URL as legitimate or malicious on 

random split of Dataset 1.
 • Binary classification, i.e., classifying the URL as legitimate or malicious on 

random split of Dataset 2.
 • Binary classification, i.e., classifying the URL as legitimate or malicious on time 

split of Dataset 2.
The computational flow of the deep learning model is explained below:

 1.	 URL	 character	 encoding: By following the aforementioned mechanism, a 
matrix is formed for training (150793*1666), testing (73229*1666) for Dataset 
1, training (87201*1666), testing (37373*1666) for Dataset 2 and training 
(86315*1666), testing (38259*1666) for Dataset 3. These matrices are passed to 
an embedding layer with batch size 256. This maps each character on to a 256 
length real valued vector. This serves as one of the hyper parameters, in order 
to provide an additional degree of freedom to the deep learning architectures 
where 256 is chosen as the embedding vector length. During backpropagation, 
embedding layer collaboratively works with other layers of the deep network. An 
embedding layer makes an attempt to group the similar characters in a separate 
cluster. This type of representation facilitates other layers to easily capture the 
semantics and contextual similarity structures of the characters of URLs. To 
visualize, the 256 high-dimensional vector representation is transformed to 
2-dimensional vectors by passing into t-SNE, as shown in Fig. 6, where the 
characters, numbers and special characters appear in separate clusters. This 
demonstrates that the embedding layer has captured the semantics and contextual 
similarity of characters in URL.
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	 2.	 Feature	learning	via	deep	layers: We use various deep layers, such as RNN, 
LSTM, GRU, IRNN, CNN and a hybrid network, such as CNN-LSTM for 
feature learning. Recurrent structures, such as RNN, LSTM, GRU and IRNN 
capture the sequential information and CNN extracts spatial information among 
the characters in URL. All the deep learning architectures contain only one deep 
layer. Thus the batch normalization technique is not used [38]. Unlike the pattern-
matching technique followed by regular expressions, deep network layers match 
the patterns in a continuous value, i.e., degree of matching pattern rather than a 
binary value.

 3.	 Recurrent	layers: We employ the various recurrent layers, such as RNN, LSTM, 
GRU and IRNN. Based on the knowledge acquired during the hyper parameter 

Fig.	5:	 An overview of deep-learning architecture; all layers and its connections are not shown.

Fig.	 6:	 Embedded character vectors learned by CNN-LSTM classifier is represented using 
2-dimensional linear projection (PCA) with t-SNE.
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selection, the number of units/memory blocks is set to 256. Recurrent layers 
learn the sequential information from the character-level embedding output. This 
results best features in the form of tensor and passes them into dropout layer. A 
unit in RNN uses hyperbolic tangent as an input and output activation function 
that has values in range [–1, 1]. An LSTM memory cell uses hyperbolic tangent 
as an input and output activation function that has values in range [–1, 1] and 
gates use logistic sigmoid that has values in range [1, 0].

 4.	 Convolution	 layers: We used CNN network to capture the spatial  
co-relationships among the characters. It is composed of two layers, such as 
convolution1d and maxpooling1d. A convolution1d layer includes more than one 
convolution operations that facilitate to extract the local features. Generally, a 
convolution1d layer contains 256 filters with filter length 4 that slide over the 
character embedding vector sequence and result in a continuous value at each 
step. This value is the representation of how much the pattern has matched in the 
character embedding vectors subsequence. This convolution1d output is passed 
to maxpooling1d. This contains a pool length of 4 that divides the convolution 
feature map into four equal parts. Again, the maxpooling1d output is flattened 
to a vector and passed to the fully-connected layer. To learn the sequential 
information from the max-pooling1d output, we pass into the LSTM layer, which 
contains 50 memory blocks.

 5.	 Regularization: A dropout layer with 0.2 (0.3 in CNN) is placed between deep 
layers and fully-connected layer. This acts as a regularization parameter to prevent 
from overfitting. A dropout is an approach for randomly removing the neurons 
along with their connections during the training of a deep learning model. When 
we experiment with a deep learning model without dropout, the network overfits 
the data in most of the experiments (even with large number of URL corpus).

 6.	 Classification: As a next step to compute a probability that the URL is 
malicious, the features that are captured by deep learning layers are passed to 
fully-connected layer. A fully-connected layer is a reasonable way of learning 
the non-linear combination of the captured features by deep layers. In fully-
connected layer, each neuron in the previous layer has connection to every other 
neuron in the next layer. It has two layers, such as fully-connected layer with 128 
units followed by fully-connected layer with one unit and non-linear activation 
function in classifying the URL as legitimate or malicious. The prediction loss of 
deep learning models is computed using binary-cross entropy as follows:

 
1

1( , ) [ log (1 )log(1 )]
N

i i i i
i

loss pr ep ep pr ep pr
N =

= − + − −∑  (25)

  where pr is true probability distribution, ep is predicted probability distribution. 
To minimize the loss of binary-cross entropy and categorical-cross entropy, we 
have used Adam optimizer [39] via backpropagation.

9.4  Evaluation Results
The efficacy of various deep learning and machine learning models are evaluated on 
two different datasets, such as Dataset 1 and Dataset 2. Dataset 1 is split into training, 
validation and testing using random split with scikit-learn [67]. Two designs of splits 
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are used for Dataset 2. They are random split and time split. The results for Dataset 
1, random split of Dataset 2 and time split of Dataset 2 are shown in the form of a 
ROC curve by comparing two operating characteristics, such as true positive rate and 
false positive rate across varying threshold in the range [0.0–1.0] in Figs. 7,  8 and  9 
respectively. This metric is independent of the percentage of legitimate to malicious 
URLs in the entire corpus. The detailed statistical measures for Dataset 1 and Dataset 
2 are reported in Table 6. Machine learning classifiers rely on features, N-grams, 
specifically three-gram is calculated. To translate the three-gram representation into 
numerical representation, hashing mechanism is used. This creates 1000 length long 
vector and hashes each three-gram using hashing algorithm. These vectors are passed 
as input to the deep neural network. A deep neural network contains five layers, the 
first two layers contain 256 units, third layer contains 128 units, fourth layer contains 
64 units and fifth layer contains 32 units and final output layer contains one unit with 
sigmoid non-linear activation function. In between the deep layers in the deep neural 
network, we added ReLU as an activation function, followed by batch normalization 
layer and dropout layer with 0.1. The performance of both the deep learning models 
and the machine learning classifiers are less for Dataset 2 in comparison to the Dataset 
1. The overall performance of the deep learning model is better than the N-gram or 
expert designed features in both Dataset 1 and Dataset 2. Thus, we claim that the 
character level URL embedding with deep learning layers can be a powerful method 
for automatic feature extractor. Additionally, N-grams outperform the expert designed 
features in both Dataset 1 and Dataset 2. The primary reason is that the advantage of 
large size of URL corpus and also the bag of N-grams is an effective representation in 
the field of NLP [40].

Understanding the internal dynamics of deep learning layers have remained as a 
black-box. These layers include a lot of information which could be seen by unrolling 
them. Generally, the embedded character-level vectors coordinately work with the 

Fig.	 7:	 ROC curve of deep-learning architectures and classical machine-learning classifier in the 
context of classifying the domain name as either benign or malicious (TPR vs FPR) for Dataset 1.
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deep learning layers to obtain optimal feature representation. Implicitly, this kind 
of feature representation learns the similarity among characters in the URL. Finally, 
the feature representations of deep learning layers are passed to the fully-connected 
network. The non-linear activation function in the fully-connected layer facilitates 
distinguishing the feature vectors as legitimate or malicious. To visualize, the feature 
vectors of penultimate layer of CNN-LSTM are passed to the t-SNE, as shown in  

Fig.	 8:	 ROC curve of deep-learning architectures and classical machine-learning classifier in the 
context of classifying the domain name as either benign or malicious (TPR vs FPR) for Dataset 2 

(random-split).

Fig.	 9:	 ROC curve of deep-learning architectures and classical machine-learning classifier in the 
context of classifying the domain name as either non-DGA or DGA (TPR vs FPR) for Dataset 2 

(time-split).
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Fig. 10, which shows a clear separation between the malicious and legitimate URLs. 
This shows that the CNN-LSTM model has captured the behaviors of the legitimate 
and malicious URLs.

9.5  Alternative Architectures Attempted
During evaluating the deep learning approaches for malicious URL detection, we tried 
out the following architectures:

Table	6: Summary of test results.

Data	set	1

Method Accuracy Precision Recall F-score

RNN 0.941 0.947 0.910 0.928

LSTM 0.975 0.982 0.957 0.970

I-RNN 0.965 0.971 0.945 0.958

GRU 0.974 0.978 0.960 0.969

CNN 0.921 0.893 0.926 0.909

CNN-LSTM 0.983 0.988 0.971 0.979

DNN (N-gram) 0.918 0.947 0.855 0.898

Expert	level	hand	crafted	features

Random Forest 0.878 0.926 0.774 0.843

Data	set	2	(random	split)

RNN 0.959 0.949 0.970 0.959

LSTM 0.986 0.990 0.982 0.986

I-RNN 0.961 0.975 0.947 0.961

GRU 0.992 0.997 0.987 0.992

CNN 0.943 0.951 0.936 0.943

CNN-LSTM 0.992 0.997 0.987 0.992

DNN (N-gram) 0.943 0.951 0.936 0.943

Expert	level	hand	crafted	features

Random Forest 0.894 0.925 0.860 0.891

Data	set	3	(time	split)

RNN 0.936 0.958 0.877 0.916

LSTM 0.959 0.963 0.933 0.948

I-RNN 0.939 0.964 0.880 0.920

GRU 0.954 0.951 0.933 0.942

CNN 0.929 0.963 0.855 0.905

CNN-LSTM 0.964 0.979 0.931 0.954

DNN (N-gram) 0.843 1.0 0.606 0.755

Expert	level	hand	crafted	features

Random Forest 0.795 0.666 0.975 0.791
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 • Stacked convolution1d layer followed by RNN/LSTM/GRU/IRNN layer in 
hybrid architecture.

 • Stacked embeddings followed by RNN/LSTM/GRU/IRNN/CNN/CNN-LSTM 
layer.

 • Stacked convolution1d layer to capture non-linear convolution activations.
 • Stacked RNN/LSTM/GRU/IRNN layers.

9.6  Conclusion, Future Work Directions and Discussions
In this subsystem, we investigated the application of featureless, deep learning-
based detection method for the purpose of malicious URLs detection. Additionally, 
the traditional machine learning algorithms with feature engineering are used. Deep 
learning architectures have performed well in comparison to the traditional machine 
learning classifiers. Moreover, this can easily handle the drifting of malicious URLs 
and serves as a robust mechanism in adversarial environment. Based on the results, 
we claim that the deep learning-based malicious URL detection obviate the need 
for blacklisting, using regular expression, signature matching method and machine 
learning-based solutions. We propose christened Deep-URL and it can be made more 
robust by adding auxiliary information like website registration services, website 
content, network reputation, file paths and registry keys.

10.	 Proposed	Architecture	for	Organizational	Security

The architectural details of the developed framework are provided in Fig. 11. This 
is composed of three modules (1) Data collection (2) Deep learning module (3) 
Continuous monitoring.

Passive sensor collects data of DNS and URLs from various sources from entirely 
five different places, discussed in [2]. Each sensor can handle data from multiple 
sources. Collected data contains the DNS and URL logs. These logs contain the details 

Fig.	10:	 50 URLs are randomly chosen from legitimate and malicious and their activation values in 
penultimate layer are displayed using t-SNE.
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of user queries. Parsing unit parses the logs and extracts domain names and URLs 
exclusively which have more than one IP address. The domain names and URLs are 
passed to the deep learning module. The detected domain names/URLs are then fed 
into the continuous monitoring system. Here, the system continuously monitors the 
targeted domains/URLs with time duration of five seconds. This system will actively 
query to check for any change in IP of the detected domain/URLs.

11.	 Conclusion,	Future	Work	and	Limitations

In this work, we investigate and explore the event data of DNS and URLs for the 
purpose of Cyber security threats situational awareness. To handle large volumes of 
DNS and URL logs, a highly scalable and distributed big data framework is developed. 
The proposed framework leverages the concepts of NLP and uses deep learning 
architectures for automatically detecting Cyber security threats. The developed 
framework is capable of analyzing more than 2 million events per second and it could 
detect the malicious activities within them in real-time. The developed framework 
can be scaled out to analyze even larger volumes of network event data by adding 
additional computing resources. The scalability and real-time detection of malicious 
activities from early warning signals makes the developed framework stand out from 
any system of similar kind.

In the current research, the functionality for the malware binary analysis is not 
provided. This can provide an additional information of the characteristics of the 
malware. Additionally, adding web page content analysis to the URL detection module 
can enhance the malicious detection rate. These two tasks will remain as a room for 
future enhancement of malicious activities detection rate.
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Chapter 7
a prototype Method to Discover 

Malwares in android-based 
Smartphones through System Calls
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1. Introduction 

Ever since the smartphones came into existence, the mobile industry has been 
revolutionized by a number of applications made available by different operating 
systems. These applications are available in the application store, which are called 
differently in different operating systems, like in windows, it is OVI store, or in 
android, it is Google playstore. The android OS provides users with utmost comfort, 
while providing thousands of apps in the Google playstore, many of which have 
served more than 10 million downloads. These android applications provide users 
with different functionality depending upon the requirements of the user. All these 
applications are readily available to the user and can be easily downloaded and 
installed on smartphones. Like downloading and installing, hosting an application 
by a developer on the app store is also very simple and straightforward [33–39]. 
These uploading and downloading have become very efficient with the availability 
of good mobile data connectivity, powerful smartphones, an application store and an 
integrated billing system. The developers, who host their applications, collect their 
payments easily through this billing system and the users, who download some of the 
paid apps, get charged through the same [40–47]. 
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Users download different applications based on their specific needs. These 
applications before downloading ask for certain permissions from the user. The user 
can either allow all these permissions or can simply reject the application from being 
downloaded. There is no provision to allow certain permissions while rejecting some 
permission. These permissions allow the application to access many of the core services 
of the smartphone, e.g., camera, contacts, calendar, phone location, text messaging, 
etc. As is evident, these core services provided by a smartphone can become a major 
privacy concern if utilized in a wrong way by some malicious application.

The number of applications in the Google playstore has been escalating at a 
tremendous rate. With this, the number of malicious applications and all the genuine 
developers and Google, which owns Android, are aware of this fact. Therefore, only 
those applications that contain digital signatures of a trusted key are allowed in the 
playstore and made available for download. No application without the digital signature 
is allowed to be hosted on the Google playstore, but these apps can be downloaded 
from other non-trustworthy sources, which are never advised. Although these digital 
signatures can help in getting rid of malicious applications in the initial stage itself, 
but malicious developers have many other ways to get round this, like repackaging or 
update-attack to name a few. These attacks utilize an existing application on the play-
store, modify those applications, make them malicious and again host them on play-
store. When legitimate users download and install such applications, their devices get 
corrupt and data as well as personal information get compromised. 

In this paper, we have proposed a prototype method, Droid-Sec, which aims at 
detecting malicious applications if the user tries to download and install them. Droid-
Sec gives the user a fair warning that the application is malicious and can corrupt the 
device as well as leak personal information to unknown sources. Droid-Sec utilizes 
behavior-based malware detection system to discover the malicious applications. The 
main idea is to compare the system calls used by any android application with standard 
system calls to be used by that application that is stored on the remote server. If system 
calls used by applications match with standard permissible system calls, then that 
android application is legitimate; otherwise it is malicious and once an application is 
deemed malicious, then Droid-Sec has a provision to disable the internet connection 
of the corresponding application.

Our approach is similar in nature with other anti-viruses available out there in the 
market for smartphones. However, conventional antiviruses employ the technique of 
signature-based comparison; Droid-Sec utilizes the technique of system calls-based 
comparison. This modification is put in use because digital signature-based filtering 
can be easily by-passed by attackers. In addition to this, Droid-Sec aids the user 
of smartphones in selectively disabling the internet connection of those malicious 
applications.
Contributions: Droid-Sec is a dynamic analysis-based approach, which examines 
the behavior of an android application at run-time and on the basis of this behavior 
and system calls used by the applications, our approach can determine the malicious 
nature of the application. We introduced Droid-Sec to effectively detect and block the 
malicious applications. The main contributions of this paper are as follows:
 • A lightweight detection method, Droid-Sec is presented, which traces the system 

calls of the applications and transmits the files to the remote server for comparison 
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purposes, thus making it very lightweight. It requires less CPU usage, battery and 
other resources than traditional antivirus.

 • Droid-Sec was tested on indigenous applications such that applications were 
modified to show some malicious nature. Droid-Sec detected malicious nature of 
the applications with an accuracy of about 99 per cent.

 • Droid-Sec not only detects the malicious nature of the applications, but also 
blocks the internet access of the application.

 • We have provided experimental evidence and demonstrated that this approach 
can be feasible and usable in real-time environment. 

2. Related Work 

Basically, there are two ways in which the android malware can be detected—static 
analysis and dynamic analysis. In static analysis, we generally check the source code 
of android applications to find out its maliciousness; if the source code comes out to 
be different from the original source code, then the application is considered to be 
malicious. In static analysis, applications need not be executed, while in the case of 
dynamic analysis, malicious nature is found at run-time. Some parts of code might be 
missed in this approach but it provides better accuracy than static analysis.

In static analysis, permissions requested by an application are generally 
checked to find out the nature of the application. Simple Naïve Bayes were applied 
to get requested permissions by Peng et al. [1] to develop a hierarchical model of 
classification for android applications. AdDroid [2] also proposed a permission-based 
mechanism, which separates permissions from advertising framework and then the 
sensate information is kept safe from advertising library. Sarma et al. [3] determined 
the malicious nature of the application on the basis of permissions given to the actual 
application and malicious application. Permission-based approaches generally showed 
low accuracy rate. 

Many approaches have also been developed on the basis of dynamic analysis 
which checks the malicious nature of the android application at dynamic run-time. 
CrowDroid [4] is one of the approaches that use dynamic analysis. It is machine 
learning-based approach, which can detect malware in the system on the basis of the 
behavior of malicious application. It tracks the system calls used by the applications 
during run-time and apply machine-learning algorithm to make clusters of benign 
and malicious applications. Andromaly [5] is also a dynamic analysis-based machine 
learning approach that monitors the behavior of the smartphone and the user on the 
basis of several parameters, ranging from sensor activities to CPU usage. Another 
approach developed like this is MADAM [6] that detects the malicious nature of 
applications on the basis of some utilized features. MADAM showed good results 
on the malware found in the wild. In [7], the authors discuss an approach that uses 
machine learning algorithm to extract features and find out the anomaly. In [8], a 
behavior-based malware detection system is discussed that relates to the input given 
by the user with the system call to determine the malicious nature of applications 
related to SMS/MMS sending.
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2.1 Existing Solutions 
Smartphones are important but dangerous devices. They contain so much sensitive 
and private information such that all the above-mentioned vulnerabilities and more 
of these devices must be tackled and handled accordingly. Keeping that in mind, 
many counter-measures are being developed and added to smartphones to keep them 
secure and safe from attackers or intruders. These counter-measures are in various 
forms, ranging from development of security layers in the operating system itself to 
downloadable applications in the application market, depending on the threats to the 
system.
Android Sandboxing: The operating system of android contains a feature which makes 
the core of security architecture in android. It is android sandboxing, which essentially 
creates virtual boxes for all the applications installed on the smartphone device and 
these applications cannot access or manipulate any resource outside of their sandbox. 
This key feature helps in securing the android at the most basic level.
Antivirus: Above the operating system security is a layer of security software, which 
contains different components for the purpose of securing a smartphone device. 
Antivirus can be deployed on a smartphone as that component and secures the 
device from malicious apps and different malwares. It is a software which detects 
any malicious app lurking in the smartphone by checking the signatures of malicious 
executable files and comparing them with the signatures stored in its own repository. 
If these signatures match, then it is malicious in nature, otherwise not. Thus, malwares 
and other malicious applications can be avoided, using a good antivirus like Avast 
antivirus [22].
Anti-theft Software: Theft is one of the oldest and most common crime we see 
happening in the world. And therefore, there have been many ways to keep the 
valuables safe from the thieves. From the invention of locks to the announcement 
and then introduction of biometric identification, the anti-theft system has grown 
significantly. Anti-theft software is a piece of code which helps in the prevention of 
unauthorized access to a smartphone device. They help in tracking of the device if the 
device is stolen or lost and can also accomplish remote wiping out of data [23]. 
Updates and Password Protection: It is always advisable to keep all the software 
updated because when a software is updated, old bugs are removed from the application 
and any loopholes in the coding of the application are managed and handled properly, 
making it all the more difficult for any hacker to hack into such apps. Keeping the 
entire installed applications’ passwords protected is a good way to keep the data stored 
in these applications safe and secure from attackers or even when the device gets 
stolen or lost.
Secure Wi-Fi: Connecting to insecure or public Wi-Fi can prove to be one of the biggest 
threats to users and their data. As anyone can join these open networks and thus, it opens 
an easy door for the attacker. Hence, it is advisable to join only those networks where 
browsers indicate that they have SSL encryption active. When SSL encryption is active, 
the websites first verify themselves to the user’s browser before opening. If any website 
fails to verify itself, then an ‘untrusted’ security certificate pops up.
Turn-off the Bluetooth: Sometimes users leave their blue-tooth feature open, either 
accidentally or on purpose, and fall prey to intruders who forcibly pair their devices 
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with the user’s device and corrupt the device. Once a device has been force-paire, 
sensitive and private information becomes accessible to the attacker without the user 
knowing. Therefore, it is always advisable to turn off the blue-tooth in the settings 
menu after its use and not left open.

2.2 Current Issues and Challenges
We presented some solutions to various mobile vulnerabilities in the earlier section. 
These solutions were very basic in nature. Unfortunately, attackers in today’s world 
are far more skilled than they used to be and are well aware of the aforementioned 
solutions. The part of the skill set of these attackers includes new varieties of ways to 
exploit a device and corrupt it. Turning the bluetooth off or downloading and installing 
an antivirus are not enough to keep these attackers in check. These solutions contain 
many loopholes and the attackers are well aware of them. Thus, these methods are not 
sufficient to cope with the significant rise in the number of malwares lurking in the 
market. According to a recent report [24], malwares targeting the android platform is 
at an all-time high, with a 600 per cent increase in just last 12 months. 

As stated in the previous section, software installed on the smartphone is needed 
to be updated on a routine basis so that it can deal with the latest threats in the world. 
But most of the times, the security patches are not always released at regular time 
intervals; thus, creating room for the attackers to find loopholes and corrupt the system. 

Password protection enables users to authenticate themselves before accessing any 
application on the mobile phone. But, only password protection does not guarantee to 
a user that the applications will not contain any malware. Also, many users do not use 
password protection as it conflicts with their ease of use of the device. They don’t want 
to make a random pattern or enter a pin again and again and find it a nuisance. This 
lack of passwords eases the use of attackers too in case of mobile thefts. 

Mobile users install mobile security software to restrict malware, but it is not 
necessary that this software can detect all kinds of malwares [26]. Numerous mobile 
security software are not competent enough to secure mobile from latest malware. 
Mobile anti-viruses detect malicious apps, using digital signatures. They have a 
repository of various signatures of malwares and the ones matching those signatures 
are deemed malicious. These anti-viruses are needed to be updated on a timely basis 
in order to get the database for the latest malware. Moreover, by-passing the signature-
based detection is not that difficult for today’s attackers [25]. Sometimes, the software 
makes the device slow or corrupt in some way, so users don’t always install such 
security software.

3. Background, Motivation and Statistics

Android Operating System, a Linux kernel based OS, was designed initially for touch 
screen devices, such as smartphones, etc., but these days, many wearables and television 
sets have come out in the market, sporting android OS. Android OS supports an open 
platform which has been made possible because of the robust security architecture and 
rigorous security program. It consists of a multi-layered architecture, which provides 
android with the flexibility it needs, combined with security. The main benefits which 
the secure architecture of android aims at in providing are: shielding the important and 
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sensitive user information, protecting the various system resources and isolating each 
application from one another.

These objectives are achieved by android Operating System through the following 
security features which the Android team introduced in this platform—user-granted 
permissions before any application is installed, digital signing of each application and 
android sandboxing. Thus, android is a secure platform for application development 
in which applications are mainly written in Java language and run in the Dalvik 
Virtual Machine (DVM). It has a multi-layered architecture which not only provides 
flexibility but also the security, which is lacking in other Operating Systems. 

3.1 Android Software Stack
Figure 1 shows the android software stack, which provides the android architecture 
with different drivers of the devices coupled with the kernel in its bottom-most 
layer. As we go up the stack, we encounter the middleware, android run-time and 
applications [9, 10].
Linux Kernel: The bottom layer of the android software stack is Linux kernel, which 
provides functionalities, like memory management, process management, device 
management, etc. All other things at which Linux is good, such as networking and 
device drivers that are used to make interface with the hardware, are also managed 
by kernel. 
Libraries: Libraries reside above the kernel layer and contain library libc, open source 
web browser engine, web-kit and SQLite database used for storage of application data 
and SSL libraries for security. 
Android Run-time: Android run-time is another part of middleware. It consists of 
Dalvik Virtual Machine (DVM), which is a Java Virtual Machine of android. DVM 

Fig. 1: Android software stack [11].
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take advantage of Linux features, like memory management and multithreading. 
Android run-time also contains some libraries that help the android developer while 
developing the applications [12].
Application Framework: This layer is one of the higher layers in android software 
stack that provides services to applications which can be used by android developers 
to make applications in a most efficient manner.
Applications: The topmost layer is occupied by android applications, which are 
developed in this layer, for example, android games, browsers, etc.

3.2 Background and History
In this section, we present how the android operating system came into existence 
and became what it is today. As we chose android as our operating system upon 
which we are building our framework, it only seems prudent to discuss the history of 
android OS. Android, which started as a mobile operating system can now be seen in 
different tablets and has even extended to support smart televisions and wearables too. 
Android is also expanding its reach to various automobiles as they released the SDK 
for android auto last year. 

The day is not far when android will start to support anything and everything 
tangible. It was a long journey which started long back in 2003, but has achieved 
tremendous milestones since then. Table 1 highlights all the different updates in the 
android API levels corresponding to the month and year of their releases.
 • Android Inc., in 2003, was founded in Palo Alto and was later acquired by Google 

in 2005. Prior to the beta version, which was released in November 2007, the 
alpha version of android was released inside Google and OHA (Open Handset 
Alliance). The various internal releases were code-named ‘Astro Boy’ and ‘R2-
D2’ [16].

 • The first commercial version of the android was Android 1.0 (API level 1) which 
was released on September 23, 2008 and is also known as Android Alpha. HTC 
dream was the first commercially available android device.

 • Android 1.1 (API level 2), on February 9, 2009, update was made available for 
general public, initially only for HTC dream. Internally, Android 1.1 was also 
known as ‘Petit Four’, but this name was never used officially. Now, this version 
is known as the Android Beta.

 • Two months later, on April 27, 2009, another update was made and released. 
Android 1.5 (API level 3) was made available which was based on Linux kernel 
2.6.27 and was the first version to have a confectionary-based code name which 
was later adopted for all releases henceforth. It was known as Android Cupcake.

 • Later that same year, on September 15, 2009, Android 1.6 (API level 4) was 
released which is also known as Android Donut. It was based on Linux kernel 
2.6.29 and brought numerous new features.

 • On October 26, 2009, Android 2.0 (API level 5), popularly known as Android 
Eclair was released. Later two more minor updates were introduced—API level 
6 and API level 7 under Android Eclair.

 • Android 2.2–2.2.3 (API level 8) was released on May 20, 2010 based on Linux 
kernel 2.6.32. It is popularly known as Android Froyo. short for. frozen yogurt.
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 • At the end of the same year, on December 6, 2010, Android 2.3–2.3.2 (API level 
9) was released and is known as Android Gingerbread. It was called a major 
android release as it brought many key changes in the user interface and support 
for Near Field Communication (NFC) and also improved power management. 
Android 2.3.3–2.3.7 Gingerbread (API level 10) updates were also released the 
following year and which mainly introduced support for voice or video chat and 
open accessory library.

 • On February 22, 2011, Android 3.0 (API level 11) was released as the first 
tablet—only android update-based on Linux kernel 2.6.36. It is known as Android 
Honeycomb. Motorola Xoom tablet was the first device to feature this version of 
Android. API level 12 and 13 were also later released for Android Honeycomb.

 • Android 4.0–4.0.2 (API level 14), also known as Android Ice cream Sandwich, 
based on Linux kernel 3.0.1 was publicly released on October 19, 2011. Android 
4.0.3–4.0.4 (API level 15) was also released under the same name.

 • Android 4.1 (API level 16), JellyBean, based on Linux kernel 3.0.31 was released 
on June 27, 2012 and the first device to run this version was released in July 13, 
2012. Android 4.2 (API level 17) was released on November 13, 2012 under the 
same Android Jelly Bean. The second generation Nexus 7 tablet was the first 
device to feature Android 4.3 (API level 18).

 • On October 31, 2013, Android 4.4 (API level 19), KitKat was made available 
and it had its debut on Google’s Nexus 5. Android 4.4 KitKat with wearable 
extensions (API level 20) was released on June 25, 2014. Besides having support 
for wearables, like smart watches, it had UI updates for Google Maps navigation 
and alarms.

 • Android 5.0–5.0.2, Lollipop (API level 21) was unveiled under the code name 
Android L on June 25, 2014. Android Lollipop featured a new and redesigned user 
interface built around a responsive design language. Notifications, in Android L, 
could be accessed from the lock screen and displayed within other applications at 

Table 1: Android updates releases with month and year [17, 18].

Month, Year Android Version API Level

September, 2008 V1.0 (Alpha) API 1

February, 2009 V1.1 (Beta) API 2

April, 2009 V1.5 (Cupcake) API 3

September, 2009 V1.6 (Donut) API 4

October, 2009 V2.0 (Eclair) API 5, 6, 7

May, 2010 V2.2 (Froyo) API 8

December, 2010 V2.3 (Gingerbread) API 9, 10

February, 2011 V3.0 (Honeycomb) API 11, 12, 13

October, 2011 V4.0 (Ice-cream Sandwich) API 14, 15

November, 2012 V4.1–4.3 (Jellybean) API 16, 17, 18

June, 2014 V4.4 (Kitkat) API 19, 20

March, 2015 V5.0 (Lollipop) API 21, 22
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the top of the screen. Internal changes were made in it by Google. Later, Android 
5.1, Lollipop (API level 22) was released on March 9, 2015 [17, 18].

3.3 Statistics
In today’s world, people have become indispensably dependent upon smartphones. 
The dependence is not limited to urban population only, but in rural households too. 
In short, smartphones have become a way of life these days. So, because of this rapid 
growth of smartphone usage, the number of applications available in the market is 
also increasing at an exponential rate. Downloading and installation of apps from the 
Google playstore takes only a few minutes. But most of the apps available on the play-
store are open source, which attract many attackers. The attackers try to modify these 
open-sourced apps in various egregious ways and steal or leak personal or critical 
information from the uninformed user’s phone. 

The mindset of an intruder is hard to decipher as there can be any range of reasons 
behind the intruder’s attacks. The first and foremost reason is money. Although, most 
hackers are not motivated by any financial profits, there are still many criminals who 
utilize their hacking techniques to make money. They mainly do this by putting up 
a fake e-commerce application in the market or a website on the internet to collect 
sensitive credit and debit card details. They then leak this information to their remote 
servers, which then use this information to steal money from the legitimate users. 
Many attackers or intruders attack a device just to spy on the user and his daily 
activities. In this case, the attacker can be a friend, a family member or even a business 
rival. Cyber espionage is not unconventional these days and many organizations 
indulge in this ill-practice in order to maintain their status and be ahead of other rivals. 
These organizations employ third-party specialists to do their dirty work for them. 
More often than not, the reason behind an attacker hacking into a device is to steal 
the intellectual property of the user. Some attackers are said to indulge in hacking 
practices just for some excitement and thrill or for some publicity stunt in order to earn 
limelight. Some attackers just want to disrupt the normal workings of a society. Their 
main aim is to cause as much trouble for the normal posterity as possible. Whereas, 
some attackers attack a device just to use it as an instrument for their large-scale 
hacking, like as a part of a DDoS attack or as a storage media for their illicit materials, 
like pirated software or pornography. Identity theft is also common by these attackers 
when they corrupt a device and compromise all the sensitive data on that device [19]. 
Therefore, the categorization of attacks is a little difficult to answer but attacking a 
device in order to steal information and harm the user in any way is a criminal offence 
and no reason can justify such acts. Some of the most recent attacks on smartphones 
are mentioned in Table 2.

The fact is, practically anyone having a smartphone device and connected to 
internet is susceptible to being hacked by these intruders, attacked by malwares or 
infiltrated by a malicious application. Thus, there is a requirement of some proactive 
method, when it comes to saving a device from being hacked. There is a need to 
fight against these attackers in any possible way and make the device safe and secure  
for use. 

In this paper, we propose a prototype method, Droid-Sec, which aims at identifying 
any malicious application if the user, accidentally or on purpose, tries to download and 
install them from the app market. Our method gives the user a fair warning when the 
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application is checked, that the application installed is malicious and can corrupt the 
device and leak personal and sensitive information to unknown sources.

Droid-Sec utilizes behavior-based malware detection system to detect any 
malicious applications lurking in the device. The method of Droid-Sec is to compare 
the system calls used by any android application with the standard system calls to be 
used by that same application stored on a remote server. After this comparison, we 
check whether the system calls used by applications match with standard permissible 
system calls stored on the server. If the calls match, then that android application is 
non-malicious; otherwise, if the calls do not match, that means a third-party person has 
modified those system calls and can be malicious. And finally, the users are provided 
with this feature through which they can selectively disable the internet connection of 
those applications.

4. Taxonomy of Mobile Vulnearabilities

Mobile smartphones have become an indispensable utility in today’s world with 
everyone, ranging from a child to an adult. Millions of users, including various major 
businesses and organizations, use mobile phones as a tool to communicate and as a 
means of planning their schedules and organizing their lifestyle according to their 
needs. All the data regarding that is saved on their phones and any intrusion on their 
devices can compromise all that information. Therefore, mobile security has become 
increasingly important. All the personal data and sensitive information compiled and 
stored in mobile phones needs to be secure and safe from intruders [20].

In today’s world, like computers, mobile phones have become a preferred target 
for attackers. As smartphones are capable of doing so much more than just calling 
a person, so these other features can be exploited by any skilled attacker, who can 
exploit the means of communication, like Short Message Service (SMS), Bluetooth, 

Table 2: Statistics of recent attacks on mobile devices.

S. No. Name Description

1. SMSZombie Hidden inside the application was a Trojan virus which used to send 
expensive messages to an online payment system and steal sensitive 
information.

2. Angry Birds: 
Space

A fake app of the same name as the original Angry Birds: Space was found 
in an unofficial app store, which installed a malware on the user’s devices.

3. Super 
Battery 
Charger

This application was supposed to extend the battery life of a mobile 
smartphone when installed, but actually used to send expensive text 
messages away.

4. FakeInst This malware was found to belong to the FakeInst family and it also 
used to send text messages away to expensive numbers located mainly in 
Russia.

5. LuckyCat Chinese hackers created this spyware that hit both Windows and 
Macintosh OS which used to open backdoors when downloaded and 
installed. 

6. Unknown User mobile car’s network was hacked into and all the sensitive data 
belonging to the customers as well as the drivers was leaked to a remote 
database by a third party.
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WI-FI networks, GPS, etc. [21]. In addition to this, they can also exploit software 
vulnerabilities of the different web browsers and the underlying operating system. 
Moreover, attackers can attack through malwares or malicious software. These 
malwares or software, when downloaded, play havoc with the device and often leak 
sensitive and private data of the users to attackers. All these attacks can corrupt the 
smartphone and compromise any sensitive information stored on the phone.

As mentioned above, there are many ways through which a smartphone can be 
exploited by an attacker. Table 3 presents a brief description of various types of mobile 
vulnerabilities.

These vulnerabilities in smartphones open numerous doors for the attackers to 
illegally access a smartphone device and obtain sensitive information from the user, 
without their consent. As most of these come as in-built features in a smartphone in 
order to ease a user’s access and help him function smoothly, they cannot be got rid 
of too.

Table 3: Description of mobile vulnerabilities.

S. No. Mobile Vulnerability Brief Description

1. Exploiting SMS or 
MMS

Attackers can exploit this feature and send text messages with 
viruses as attachments to the unaware users and corrupt their 
devices.

2. Exploiting Wi-Fi 
networks

Attackers can try to eavesdrop on Wi-Fi communications to obtain 
sensitive information, like username and password.

3. Bluetooth based 
attacks

Attackers can exploit the blue-tooth feature by connecting 
himself/herself with the user’s phone and take full control of the 
device.

4. Data sync from 
corrupt PC

Malwares from the computer can get transferred to the user’s 
phones while data sync takes place without the user’s knowledge. 

5. Malicious webpage Smartphones can fall victim to various hacking techniques like 
phishing, etc., used by attackers in order to illegally obtain 
information. 

6. Malicious 
applications

Many malicious apps lurk in application store which when 
downloaded and installed corrupt a smart phone accordingly.

7. Mobile theft Any data which is outside the scope of encrypted storage area is 
susceptible to get compromised if the device is stolen or lost. 

5. Proposed Approach: DROID-SEC (Android Security)

As android applications are open source and widely available, these applications are 
susceptible to various kinds of attacks, especially repackaged attacks, update attacks 
as described in [27]. Droid-Sec focuses on detecting the malicious applications and 
after detecting the malicious nature of the application, it can be used to block the 
internet connectivity of that application. If the application is not able to connect to 
the internet, then it cannot send the private data to the outside world. Droid-Sec only 
blocks the internet access of the application while the application remains on the 
android device. So a smartphone user can enjoy all the desired features of malicious 
application without letting it to compromise with the user’s privacy. We can take 
example of Barcode Scanner, a brilliant android application that is used for scanning 
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and it may need permissions like contact data, internet access and browser history and 
it might possibly have been forged by some malicious attacker. This application can 
run properly without the internet access. If the user finds out that this application is 
showing some malicious nature, its internet connection can be blocked and still the 
user can access most of the services provided by this application.

Figure 2 illustrates the approach, which relies on the comparison of system call 
events used by normal as well as malicious applications. Our approach demands that 
the publisher of any android application provides the set of system calls that is used by 
android application and these system calls are stored on a remote server. These system 
calls set are standard system call set used by that particular android application. Any 
normal application will follow this set while the malicious application will tend to use 
the system calls different from this standard set, as the requested permissions from this 
malicious applications will be different. Droid-Sec tends to track the system call used 
by any application and comparing this set of system calls set that is actually used by 
the application with the standard system calls set. On the basis of this comparison, this 
approach finds which application is malicious and which is not. When this approach 
has detected whether the application is malicious or not, then it blocks the internet 
access of that application, thus making the malicious application harmless and useable 
for the user.

In this process, the most important step is to trace the system call, which is done 
by utilizing the capabilities of Linux utility strace, which is also called ‘System  
Call Tracer’.

Fig. 2: Comparison of system calls of normal and malicious applications [28].

5.1 Strace
Strace is a Linux utility that is used to trace the system calls used by any program. 
In this way, we can say that it tracks how the application interacts with the Linux 
kernel. This interaction means that which Linux signals are received by the program 
and which system calls are used by the program [29]. In other words, we can say 
that Strace runs the specified program during its execution. It traces down and then 
records all the system calls used by the program and which signals are received during 
its execution. The name, return value and arguments of each system calls are either 
printed on the file whose name is specified by the –o option or standard error [30].
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Strace command basic syntax is: 
strace [command or program][arguments]

Here, in this approach, pid of any particular process is found out and then strace is 
applied on that process before the generated output is stored in straceOut.txt
strace -p pid –o straceOut.txt

Here the process, whose pid is used, will be traced and all system calls generated 
will be stored and sent to the remote server for comparison. The main concept behind 
blocking the internet access moves around IP tables. As in windows, a background 
firewall keeps running all the time and also keeps scanning the system for malicious 
applications in the system. This firewall decides which programs can have internet 
connectivity and which cannot. For similar tasks, IP tables are there in Linux which 
define which applications or process is allowed internet access or which is blocked. 
As we already know, android is a Linux-based Operating System, so the IP tables can 
be used to block malicious internet traffic requests.

5.2 IP Tables
IP tables are Linux-based command-line firewall utilities that generally use policy 
chains to block or allow internet traffic. If any connection has to be established in the 
system, IP tables check for a rule in the list for matching purpose. If no rule is found, 
it goes for the default rule [31].
Types of Chains: IP tables have three types of chains—input, forward and output.
Input: These types of chains are generally used to govern the behavior of all incoming 
connections. For, e.g., any data is coming to yours computer/server from the other 
user, the IP tables will try find out the rule for that particular IP address and port 
number and on the basis of that, accept or reject the incoming internet traffic [31].
Forward: If there are incoming connections and these connections are not supposed to 
be delivered locally, then forward policy chains are required. We can take the example 
of a router which forwards all incoming connections because all traffic sent to the 
router is meant to be forwarded to its target as the router is not any destination; it is 
only intermediary. If you are using nating, routing or some else mechanism of routing, 
then only use these types of policy chains, otherwise do not even use them. 
Output: This chain is used for outgoing connections, for, e.g., if we try to ping 
facebook.com, IP tables will check the output chain to see what is the rule about the 
ping and facebook.com before making the decision to allow or deny the connection 
attempt. 

5.2.1 IP Tables in Android

IP tables are default modules in AOSP; c code can be written to use net filter and 
handle it. We can use net filter to write c code to handle that. For example, we can 
create an android project and write a JNI file, use NDK-build to compile that and 
then ADB push the executable to the android file system to execute. And at the mobile 
end, you can ADB shell to it and directly use IP tables command as a root user, just 
like in Linux [31].
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Most Common IP Tables Commands
Some common IP tables are described in [32].
Block from an IP
iptables -A INPUT -s 13.21.23.54 -j DROP
for an specific port
iptables -A INPUT -s 13.21.23.54 –p tcp –dport 22 -j DROP
Using a Network and not only one IP
iptables -A INPUT -s 13.21.23.0/24 -j DROP 

5.3  Allowing or Blocking Specific Connections
By using IP tables policy chains, internet traffic can be allowed or blocked on specific 
ranges, ports and specific addresses. For example, we are going to set connections 
to DROP, but they can be switched to ACCEPT or REJECT; all depends on the 
requirement of the user and how the user wants to configure the policy chains.

We have used IP tables to block or unblock the internet access of android 
applications. IP tables are better than any type of firewall, like Windows firewall 
because it does not need to keep running in the background. Whenever the user wishes 
to block access of any application, then he can call any of the commands and change 
the access permission given to the particular android applications. Since IP tables do 
not run all the time, the resources, like CPU resource, memory battery can be saved a 
lot and then these resources can be used by other applications. Figure 9 illustrates the 
sequence of steps for detecting the malicious nature of applications.

5.4 Operation of Droid-Sec
Droid-Sec operates in two phases: firstlym it detects the malicious nature of the 
application and secondly, it blocks the internet access of the malicious application. Two 
modules have been incorporated in this approach for detecting malicious nature and 
then blocking the malicious application. In the first module, a basic web application 
has been developed, where any authorized developer can upload all legitimate system 
calls’ file of his application. This will be used as standard set of system calls to compare 
with the traced out system calls of real applications. This web application uses PHP 
as backend, HTML, CSS, JavaScript, Jquery as frontend, Apache server and MySql 
database. While for the second module, we developed a real time android application. 
This application jams the internet access of malicious applications that were detected 
by the first module. 

Figure 3 illustrates some of the system calls of malicious and normal applications, 
which are traced with the help of Droid-Sec client and the generated output files that 
contain the system calls are sent to the remote server. The main concept in detection 
of malicious nature of android application is to compare the standard system call set 
with the actually used system calls by the android application. Standard system call set 
is provided by the publisher and stored on the remote server. This remote server runs 
the comparison algorithms for stored standard system calls and recorded system calls.

So, basically in the first part, whenever the user wants to verify whether the 
application is malicious or not, the user starts application DroidSec to start tracing 
all running applications using strace. Whenever, strace is attached with any process, 
it will start recording all the system calls used by that particular process. All system 
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calls generated by this process are recorded in the output log files. Now the client/user 
side work is done. These generated output log files are now sent on remote web server 
which already contains the standard system call events for use by the applications. 
Now at remote server, there are two sets of system call events—one is standard 
system call events and second is recorded system call events. Now on the remote 
server, these sets of system calls are compared with each other. If the result of this 
comparison comes out to be same, then it means that set of system call events used by 
that application is according to the system call events allowed by the publisher. It also 
implies that permissions needed by applications are same as the genuine application. 
In that case, that instance of application is declared safe by the remote server and no 
further action is required. But if the comparison shows that the recorded system calls 
are different than permissible standard system call, then it means that the application is 
showing deviations from the normal functioning of the genuine application. It implies 
that this particular instance of the application has been modified by some attacker for 
his use. It is demanding permission that is different from the standard application. 
In that case, the server replies with a warning message to the user declaring that 
particular instance of the application as malicious application. The entire working of 
this module is explained in Fig. 4. Now, the user knows about the malicious nature 
of the application and can block the internet access of that application or completely 
uninstall from his device. To block internet access of malicious application, a separate 
module is designed which is explained in the next section.

In the first part, Droid-Sec has successfully detected which application is malicious 
in the system or which is not; the user has to block or unblock the internet access of 
the malicious applications according to his requirement. Now here we describe how 
Droid-sec is able to block internet access of malicious applications.

Whenever Droid-Sec is launched to block internet access, it looks in the cache 
directory and checks out if the binary files are present in it. Then it will check for the 
name of the applications installed in the system and look in the cache first. If Droid-
Sec finds out that the applications list is not in the cache, then the application list will 
be loaded first before being displayed. Now a screen is shown to the user in which the 
list of applications is displayed to the user with two types of mode—black list mode 
and white list mode. The black list mode is utilized to provide the facility to block the 

Fig. 3: System call based malware detection system [28].
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internet access to applications and white list mode is used to grant internet access to 
applications. From here, the user has to check his preferences, i.e., which applications 
he wants to block or to which applications he want to provide the internet access.  
Figure 5 illustrates the sequence of steps of blocking internet access to malicious 
application.

If the user checks his preferences for the black list mode, then the rule will be 
formed to block internet access of the application and the user goes for the white list 
for his preferences. The rule formed will be for providing internet access to blocked 
applications. As the user clicks on save rule, Droid-Sec will first check it has been 
granted the root access and if root access is not there for Droid-Sec, then root access 
is given to it. Root access is required because Droid-Sec needs to change permissions 
of other applications and it is known that in Linux only that the super user with root 
access has only the authority to do these kinds of permission task. For gaining root 
access, Droid-Sec uses the third party software, that is called KingoRoot. As the 
user provides root permissions to Droid-Sec, a script is formed that contains rules 
for applications. This script mainly contains all the necessary commands that have 
to be executed on Linux kernel, such as commands for blocking internet access of 
applications in black list mode. It also contain PID of applications on which the rule 
is to be applied. 

Fig. 4: Flow diagram of process of detection of malicious nature of application.
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Now internal threads are created and scripts are run on Linux kernel with these 
internal threads. These threads now hold the script that contain all the necessary 
information, such as PID of the applications selected and the Linux command to block 
internet access or to provide internet access and these internal threads are passed root 
access. These threads are executed on Linux kernel. The scripts contain the rules of 
IP tables which decide the internet connectivity of the process. The current rule of 
IP tables for the selected application is modified and as the IP tables rule is changed 
for the selected applications, it is either blocked or granted access, depending on the 
choice of the user. If any error condition arises while the execution process going 

Fig. 5: Process of blocking internet access to malicious application.
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on and rules are being modified, an exception is thrown and warning message is 
displayed on the screen and the thread is then terminated. If the thread is executed 
without any error, then IP tables rule is changed and the applied message is displayed 
on the screen. Now internet access of the selected malicious application is blocked.

6. Experimental Setup and Results

Numerous applications have been tested on a range of android smartphones. It was 
installed on various mobile smartphones which have different android versions, 
namely Jellybean, Kitkat, GingerBread. Firstly, Droid-Sec was tested on android 
applications, like the calculator. We made some changes in the source code of the 
calculator such that the modified calculator could take the contact details from the 
android device and send these contact details to a server without notifying the user. 
So the modified calculator made different system calls than the actual calculator. 
Droid-Sec compared the system calls generated by this modified calculator and actual 
calculator and declared the modified calculator as malicious. We blocked the internet 
access of the modified calculator and kept it in our device for use without any security 
risk. Table 4 lists some of the popular android smartphone devices with a variety of 
android versions on which our modified calculator application was installed and tested 
by DroidSec to provide successful results.

Similarly, like the calculator, we made some changes in a simple Sudoku puzzle 
android game such that it started taking the GPS location of the android device and 
sending it to the remote server. In this manner, this modified Sudoku compromises 
with the privacy of the user. It was also declared malicious. Then, Droid-Sec was 
tested for normal calculator and normal Sudoku and all traced system calls came out to 
be in normal system call events sets. So these were declared as normal applications. In 
the same way, Droid-Sec was tested with a few more modified malicious applications 
and normal applications on various android versions and in all the cases, Droid-Sec 
was able to differentiate between the normal applications and modified applications. 

Table 4: Mobile and androids on which mockdroid was tested.

S. No. Mobile Android Version Remarks

1. Samsung Galaxy Grand 2 Android v4.3 (Jelly Bean) Successful

2. Moto G (2nd Gen) Android v4.4.4 (KitKat) Successful

3. XOLO Q700 Android OS, v4.2 (Jelly Bean) Successful

4. Samsung Galaxy Y Plus S5303 Android v4.0 (Ice Cream Sandwich) Successful

5. Samsung Galaxy Note N-7000 Android v2.3 (Gingerbread) Successful

6.1 Observed Outcomes
6.1.1 Detection of Malicious Nature of Applications 

In the first step, a developer has to upload all legitimate system calls file of his 
application as shown in the Fig. 6. Now the developer has provided the standard set of 
system calls. This file containing the system calls will be stored at the server database 
for comparing with system calls to be used by real applications.
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Now, Droid-Sec will trace out the system calls generated by every application, 
using strace and transmit these generated output log files on the server having the 
standard system call files. These output generated files will contain system calls used 
by any particular application as shown in Fig. 7.

Now the server has a standard set of system calls and traces out the set of system 
calls. The server will compare the two files and if the system calls from generated 
output file lie in the standard set provided by the developer, then it means the 
application has used valid system calls and is safe. But if the system calls present in 
generated output file are different from the standard set of system calls event, then it 
means that application has used invalid system calls and will be declared malicious 
by the server. The server replies with a warning message, declaring the application as 
malicious.

Fig. 6: Uploading of standard legitimate system calls file by developer.

Fig. 7: List of standard legitimate system calls file. 
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6.2 Jamming the Internet Access of Malicious Applications
The functioning of Droid-Sec for blocking internet access is quite easy and efficient. 
When Droid-Sec has been installed in the system, the user has to provide root access 
to the Droid-Sec by using third-party software, KingoRoot. Root access is required 
because Droid-Sec has to modify other applications’ permissions for internet. Firewall 
is in disabled mode by default. A user can enable the firewall by tapping the settings 
key on his device so that a menu is brought up and the user can touch the firewall-
disabled button. When the firewall has been enabled, DroidSec asks for root access 
permission as shown in the Fig. 8. 

Now that the firewall is enabled, the user can see the list of all applications in 
the system and knows which application is malicious as detected by the Droid-Sec. 
Smartphone user has to check the boxes that are next to the apps in order to block or 
allow internet access as shown in the Fig. 9.

The user has now selected the malicious applications and has to tap on save rules, 
so that rules for internet access of those malicious applications can be modified, as 
shown in Fig. 10.

Droid-Sec does not need to run all the time to restrict internet access of applications 
because Droid-Sec changes the IP tables rule for that application that has been blocked. 
The rule remains as it is until further modification. If the user wants to provide internet 
access again to blocked applications, then he can again use Droid-Sec to change the 
permissions of IP tables which again remain saved until further modification. In this 
manner, Droid-Sec can restrict the internet access of malicious applications such that 
they cannot send the private data outside the user’s device.

7. Discussion

In this approach we have presented an elegant and efficient approach—Droid-Sec, 
which not only detects the malicious application but also restricts the internet access 

Fig. 8: Granting root access to DroidSec.
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Fig. 9: Jamming of internet access of checked applications.

Fig. 10: Applying IP tables rules.

of the malicious application. Recently, numerous defensive approaches have been put 
forward for detecting the malicious applications. Many of these approaches utilized 
the concept of signature-based detection system. These techniques show low accuracy 
rate as the signature can be easily bypassed by the attackers. However, Droid-Sec 
shows a far better accuracy rate than these types of approaches. 

In addition to this, there are wide varieties of other approaches that utilize system 
calls to detect malicious nature of the application. In addition, these approaches have 
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used machine learning algorithms to make the clusters of non-malicious and malicious 
applications on the basis of system call events. However, these techniques have to use 
large database to store applications log files and are also time consuming, extensive 
machine learning algorithms to make clusters. In our approach, only the standard 
system calls files are needed to be stored, which makes it efficient in terms of storage 
and also the Droid-Sec does not require any machine learning algorithm to make it 
more efficient in terms of time complexity.

There are numerous other approaches which deal only with detection of malicious 
applications; however, they do not provide a solution to deal with malicious 
applications. Usually users of smartphones have only the desired option to delete the 
malicious application. But in our approach, we have presented an efficient mechanism 
to block the internet access of malicious applications and thus make the malicious 
application ineffective because it cannot leak user’s data to the outside world.

8. Conclusion and Future Scope

In this paper, we presented a novel approach—the Droid-Sec, which aims at detecting 
any kind of malicious application in the device. Droid-Sec compares the system calls 
of a particular application against the system calls used by the standard, genuine 
application uploaded by the bonafide developer in the app market. If the system calls 
happen to be same, then the application is deemed innocuous; otherwise, if the system 
calls happen to be different, then the application is flagged as malicious and a warning 
is given to the user regarding the application. DroidSec also provides a provision to 
block the internet access of the flagged application. It might seem like any ordinary 
antivirus at first sight but it is totally different from one because where antiviruses use 
signature-based detection techniques to find malicious applications, our application 
uses system calls-based detection technique. Bypassing of the signature-based 
technique has become rather easy for today’s attackers but simulating system calls 
is very difficult still. Moreover, it also provides a provision to block the internet 
connection of malicious applications. 

Currently, Droid-Sec is able to block the internet connection access to malicious 
applications. But breach in security in smartphone devices can occur through other 
means without even using the internet, for example, some applications can take 
access over calendar database or phonebook or use the GPS of smartphone to track 
the user. Such a kind of suspicious application can send the location to third party, 
if not through internet, then maybe through the SMS feature. So, we are currently 
identifying many such problems and extending Droid-Sec to tackle all of these 
problems. Most importantly, we want our application to work pro-actively without 
any help or guidance needed from the user, so that in the near future we can extend 
DroidSec to achieve these characteristics.
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Metaheuristic algorithms-based 
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Intrusion Detection
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1. Introduction

Most modern applications, especially with an increase in the amount of digital data, 
have become dependent on the feature-selection process as an important part of their 
work. So, feature selection is applied in several well-known fields, such as text mining, 
pattern recognition, image processing and computer vision, industrial applications, 
web page, bookmark categorization and so on [1–3]. 

Feature selection is a complex problem, requiring an artificial intelligence method 
to solve it. However, researchers for many years have been trying to find the best ways 
to increase the accuracy and efficiency in this scientific field. The point of research that 
scientists are now trying to work on for improvement of the feature-selection process 
is to use another algorithm with the learning model. One of these algorithms, which 
can be used with the learning model, is metaheuristic techniques as an optimizer [4]. 

Research in recent years show the ability of these algorithms to give very high 
accurate results and improve the process of selecting attributes. There are many 
metaheuristic algorithms used in feature-selection problem, such as Simulated 
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Annealing, Ant colony Algorithm, Artificial Bee Colony, Differential Evolution, 
Genetic Algorithm, Harmony Search and many other algorithms which will be 
mentioned later in the book. Although many of these algorithms are used in this task, 
researches are ongoing to find new algorithms to provide solutions to this problem. 
The motive behind this is twofold: to find fewer selected features or to upgrade the 
accuracy [5].

Also, one area where feature selection and other data-mining techniques are 
applied is cyber security [6]. National and cyber security are now the focus of many 
researchers because of the development of internet and networks applications and the 
increase of users who access them in the world. Because of data mining, users can now 
make all kinds of correlations and this also raises privacy concerns. So the researchers 
are interested to find approaches which can deal with malware detection. These 
proposed approaches are effectively combined with the information gain method as  
a feature selector with the evolving clustering method as an evolving learning  
classifier [6]. 

In this paper, several topics will be addressed. In the beginning and after 
introduction, the problem statement is clarified in Section 2. Then, the concept of 
feature-selection process is illustrated in Section 3 and in Section 4, the concept of the 
metaheuristic algorithms is discussed as also the most important modern researches 
that use these algorithms in the feature selection are reviewed. Next, in Section 5, data-
mining methods with cyber security are discussed. Finally, discussion and conclusion 
are presented in Sections 6 and 7 respectively. 

2. Problem Statement 

Features selection is the problem as to how to choose the least number of features 
from the original dataset which sometimes contains huge features. The need for 
feature selection has now become important with the advancement of time to improve 
and find solutions and give a clear luster to many problems [7]. For example, to find 
specific conclusions and relationships in a large set of data, some features are related 
to the problem and others are not. If all the features were selected, this would certainly 
affect the search result. In order to find the best solutions, it is necessary to choose 
the features that are associated with the research problem only and avoid choosing 
any one of them that may affect the outcome of the work, either by giving inaccurate 
results or taking a lot of time in the analysis process. Figure 1 shows the concept of 
reduction attributes. 

Fig. 1: A concept of feature selection.
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The objective of feature-selection process is to reduce the number of features as 
much as possible, but not at the expense of accuracy. So, the success of the selection 
process depends on two important factors: reducing the number of attributes and 
increasing the accuracy rate [8].

3. Feature-selection Process 

Feature selection is one of the most important processes in the field of data mining 
and artificial intelligence as it aims to build a set of training data to apply in predictive 
modeling. The process is done by selecting a subset of the full dataset and this subset 
represents the minimum necessary features to reach the maximum possible variation 
in the data [9, 10].

Feature-selection process will eliminate redundant, irrelevant and misguiding 
features in order to get the best subset representing the best solution, where any 
feature is relevant if the decision depends on it; otherwise it is irrelevant. And it will 
be redundant if it is highly correlated with other features. All this will often improve 
and increase classification accuracy [11, 12]. Also, reducing features improves the 
performance model-training process efficiently, especially if the classifier is very 
expensive to train [13, 14]. 

The feature-selection process passes through several stages to reach the optimal 
solution [15, 16]. Figure 2 illustrates the stages of this process.

Figure 2 shows the four stages of features selection process and these include a 
generation procedure, an evaluation function, a stopping criterion and a validation 
procedure. In generation phase, a set of attributes is selected from the complete dataset 
for an evaluation process to determine whether it fits the solution or not [15]. This 
process can be done in two ways: 
	 •	 Forward	 selection: Here the features are chosen one by one, when at the 

beginning, the generation subset is empty. 
	 •	 Backward	elimination: Here all features are chosen and then they are eliminated 

one by one.

Fig. 2: The stages of feature-selection process.
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In the evaluation phase, a certain standard is used to select the required features 
that are relevant to the problem under study. This criterion represents a threshold, 
where features are selected if they are equal or larger to the value of the threshold 
and the remaining features are ignored. There is a set of metrics that can be used 
as a threshold, including distance, information, correlation and consistency [17]. A 
stopping criterion is the control over the evaluation; it determines whether the subset 
of attributes achieves the desired solution to solve the problem or not. If it achieves 
the required solution to solve the problem in a suitable manner, it is presented to the 
classification algorithm (validation phase), else a new subset is generated to evaluate 
it [18]. 

After the stages of features selection process are clarified, the general algorithm 
for this process can be written as shown in Fig. 3. 

3.1 Feature-selection Approaches 
There are several ways in which the process of feature selection is carried out. There is 
no better way than the other. Each method suits some kind of problems, so, the nature 
of the research problem determines which one of these methods is appropriate to give 
a better result. The common methods of feature-selection process are filter, wrapper, 
embedded and hybrid [19]. 

3.1.1 Filter Method 

Filter method is a technique which selects features by examining and evaluating the 
intrinsic characteristics of the data independently of the classification algorithm [20]. 
A certain standard is used to select the required features that are appropriate to the 
problem under study. This criterion represents a threshold, where features are selected 
if they are equal or larger to the value of the threshold and the remaining features 
are ignored [18]. There is a set of metrics that can be used as a threshold, including 
distance, information, correlation and consistency [1].

The filter method is independent of the classification algorithm and therefore, 
it is fast and scalable. However, because it is not associated with the classifier to 
select attributes, it loses some accuracy. There are a lot of methods which use filter 
technique, including Information Gain (IG), Gain Ratio (GR), Symmetric Uncertainty 
(SU), Correlation-based Feature Selection (CFS), Markov Blanket Filter (MBF), Fast 

Fig. 3: The general algorithm of feature selection.
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Correlation-based Feature Selection (FCBF) and Minimum Redundancy Maximum 
Relevance (MRMR) [21]. 

3.1.2 Wrapper Method

Wrapper method differs from the filter method as it uses the learning algorithm 
(classifier) as a part of evaluation phase (criterion measuring process). This approach 
creates an interaction between the search subset and the classification algorithm. 
Therefore, the results that will be obtained will be more accurate than in the previous 
filter method [22]. However, since the classifier will be used twice, this will lead to 
a longer time to reach the results than the previous method. Another drawback is 
overfitting which occurs here if the classification algorithm, which is used, learns the 
data perfectly and is unable to make generalization [23]. 

3.1.3 Embedded Method

Embedded method is similar to the wrapper method, where the same classifier is used 
in the attribute selection in the evaluation phase, but the use of the classifier here is 
done at a relatively less computational cost as compared to the wrapper method [24].

3.1.4 Hybrid Method

Hybrid method uses filter and wrapper methods sequentially. It is based on two phases 
to select features. At the first, filter approach is applied to generate a subset of features 
and then the wrapper approach is applied to select features from the subset which is 
achieved from the first phase [25]. 

4. Metaheuristic Algorithms 

Optimization techniques are procedures of calculation used to solve certain problems 
and the results obtained by these methods are either optimal or suboptimal solution. 
Optimization models can be divided into two main methods—exact methods and 
approximate methods.

Exact methods ensure the optimal solution but the approximate methods obtain 
a near optimal solution. Heuristic algorithms and approximation algorithms are 
two types of approximate methods, where the approximation algorithms ensure 
a high-quality solution in bounded run-time, whereas heuristic algorithms obtain 
good solution within acceptable time. There are two types of heuristic algorithms:  
(i) specific heuristic, which are designed to solve specific cases and (ii) metaheuristics, 
which are top-level methodologies. 

Metaheuristic algorithms are based on the principle of finding a specific 
mathematical technique that optimizes a particular problem. The improvement is done 
through numerous repeated attempts of implementation in order to connect to the best 
solution to the problem [26, 27].

Metaheuristic algorithms are used in a variety of fields, such as management 
administration, statistics and all engineering and informatics fields. They are capable 
of creating dynamic ways appropriate to the nature of the issue to be addressed and 
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find the most appropriate solution among the range of possible solutions to this issue 
before improving the value of this solution to the maximum extent of possibility [28].

Metaheuristics take into count the information collected during the search to steer 
the search process. They are embedded with operators to scape a local optimum. They 
generate new solutions by combining one or more good solutions. As mentioned 
above, metaheuristics are usually incomplete methods; they do not guarantee finding 
a globally best solution. They often find approximation results [29]. 

When designing metaheuristic algorithms, both exploration and exploitation 
should be taken into account [30, 31]: 
	 •	 Exploration	phase is the movement to multiple sites and new location in order 

to discover and know all things about these places. It represents a new learning 
process. Population-based metaheuristic algorithms are exploration-oriented. 

	 •	 Exploitation	phase is the utilization of these sites and makes full use of existing 
resources therein. Single-based metaheuristic algorithms are exploitation- 
oriented. 

The use of metaheuristic algorithms in various application fields has become 
widespread, as these smart algorithms have the ability to reach the best solutions. One 
of the areas in which these algorithms are applied is feature selection. Many researches 
have tried to find solutions to feature selection problems, using these algorithms and 
the results showed high efficiency of these smart algorithms in this domain.

In this review, the metaheuristic algorithms which were used in the review are 
23 and they are Simulated Annealing, Tabu Search, Ant Colony Optimization, Ant 
Loin Optimization, Artificial Bee Colony, Bat Algorithm, Bees Algorithm, Binary 
Biogeography Based Optimization, Cat Swarm Optimization, Coco Search, Crew 
Search Algorithm, Differential Evolution, Dragonfly Algorithm, Firefly Algorithm, 
Fish Swarm Optimization, Grasshopper Optimization, Gravitational Search 
Algorithm, Grey Wolf Optimizer, Genetic Algorithm, Harmony Search, Moth-Flame 
Optimization, Particle Swarm Optimization, Whale Optimization Algorithm. This 
literature review is arranged by the algorithm name. 

4.1 Single-based Metaheuristic Algorithms 
These algorithms are based on the creation of an initial solution for the problem and 
then they move away from it to neighboring regions [28]. They are called ‘trajectory 
algorithms’ because they follow a specific path in the search process, starting with 
the first solution. In this method, every step is executed only if the outcome solution  
is better than the current one and the process continues until a local minimum is 
obtained [29].

4.1.1 Simulated Annealing

Simulated Annealing (SA) has been widely used in optimization problems. The idea 
of this algorithm comes from the steel process [32], which simulates the cooling of 
material in a heat bath. This algorithm is concerned with studying the properties of 
the material structure after cooling, as these properties are affected by the rate of 
cooling speed. If the cooling process is slow, large crystal beads will form, but if the 
opposite happens, the crystals will have flaws. Kirkpatrick et al. (1983) [33] used SA 
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in the optimization problem, where the idea was to use this algorithm to find possible 
solutions and convergence for optimal solution. 

Barbu et al. (2017) proposed a learning scheme for feature selection in high-
dimensional data applications, using annealing for computer vision and big data 
learning. Many advantages were achieved, such as ruining much more efficiently and 
it did not introduce any undesired bias in estimation. Also, it solves the constrained 
optimization problem and has a performance guarantee in both estimation and 
selection. However, it can’t handle object detection problems [34]. 

4.1.2 Tabu Search 

Glover (1989) created Tabu Search (TS) as one of the local search algorithms that can 
be used for solving optimization problems. Tabu means the forbidden thing which 
cannot be touched or accessed; it is taken from the language which is used by the 
inhabitants of Polynesia Island [35].

Wang et al. (2016) proposed a hybrid method to select attributes using gene 
expression data by applying hybridization between Binary Imperialist Competition 
Algorithm (BICA) and Tabu Search. The results show that the proposed method 
reduced features with high classification accuracy [36]. 

Shi et al. (2018) proposed hybrid method by combining genetic algorithm and 
Tabu Search to select objects from high-resolution remote-sensing images. They aim 
to improve the premature convergence of genetic algorithm by Tabu Search. The 
proposed method increases the classification accuracy thought it cannot improve the 
number of reduced features [37]. 

4.2 Population-based Metaheuristic Algorithms 
These algorithms deal with a set of solutions, rather than a single solution. At first, a set 
of solutions are initialized and then another set of solutions (population) are generated. 
Search steps are stopped after reaching a certain criteria [38]. In these algorithms, it 
should be noted that the reach to optimal solution depends on how the population is 
manipulated. Most of the methods associated with this type of algorithms are divided 
into Evolutionary Computation (EC) and Swarm Intelligence (SI) [29]. 

4.2.1 Ant Colony Algorithm

Ant colony optimization (ACO) was proposed by Dorigo and Di Caro (1999). The 
idea of the algorithm came from simulating the search for food in ants. It is one of 
the search algorithms that relies on experience and error rate to give an acceptable 
solution. So it is used to solve problems that take a long time in the computer or issues 
that need to test all the possibilities in order to reach the desired solution [39].

Sabeena and Sarojini (2015) used ACO and SVM classifier to reduce features 
and improve accuracy for two datasets—breast cancer and liver cancer, and predict 
the target class accurately for each dataset. This technique shows that the selected 
subset acquires higher accuracy and the implementation of feature-selection process 
can generally improve the accuracy of the classifier [40].

Sharma (2015) used Ant Colony Optimization for feature selection of keystrokes 
dynamics using SVM and KNN classifiers. In this approach, the accuracy of the result 
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was not only maintained but it also improved, and the required time for authentication 
using subset of features takes very less time [41]. 

Wan et al. (2016) employed for feature selection is a Modified Binary Coded Ant 
Colony Optimization (MBACO) combined with genetic algorithm. SVM is utilized as 
a classifier, where there are several advantages of using this method, such as raising 
the average of fitness value and it is more convenient to reduce the data dimension 
based on SVM than GA, EGA, IGA, BPSO BACO, ABACO, BDE and GA-ACO. 
Interm of CPU time, it is fast and suitable to use with real-time applications and the 
heavy computation efficiency could be conquered at the maximum degree when it 
is combined with MBACO. As a result, it is able to maintain a good balance on the 
efficiency and classification accuracy [42].

Aghdam and Kabiri (2016) used ACO with Nearest Neighbor Classifier to select 
features and trained classifier to identify any kind of new attacks. This method 
reduces the number of features by approximately 88 per cent, and the detection error 
is reduced by around 24 per cent, using KDD Cup 99 test dataset. Also, it reduces both 
the memory size and the CPU time required and is very reliable for intrusion detection 
besides being a more robust representation of data. However, this method wasn’t used 
by complicated classifier to improve its performance. Also, feature selection for the 
payload-based intrusion detection is not mature yet [43]. 

Mehmod and Rais (2016) presented anomaly detection feature-selection method, 
by using previous information as pheromones and then using the Support Vector 
Machine (SVM) to build anomaly detection model. Result shows improvements in 
the true positive rate (TPR) which uses this approach efficiency in networks as real-
time intrusion-detection model [44].

Neagoe and Neghina (2016) presented two approaches for feature selection. The 
first one is the ACO-Band Selection (ACO-BS), which applies ant colony to decrease 
dimensionality of space images by preserving the most significant spectral bands 
for multi-spectral pixel classification. The second approach is the ACO-Training 
Label Purification (ACO-TLP), which removes contaminants from the training set 
of classifier by optimizing the quality of supervised classifier through minimizing the 
classification errors. Results show an increase in classification accuracy [45].

Behrouz Zamani et al. (2016) used ACO to search the solution space and calculate 
the correlation between selected-features subset that was chosen by ACO and the 
unselected subsets. ACO will build a solution as an affinity matrix in order to select 
the probability function from the ranked features. In this method, many classifiers 
were used to evaluate the performance; also the proposed work was compared with 
many supervised and unsupervised algorithms [46].

4.2.2 Ant Lion Optimizer Algorithm

Zawbaa et al. (2015) aimed to increase the performance of the ALO for feature selection 
by using chaos. This approach (CALO) is applied to data from biology and medicine 
to show the effectiveness of this method on the complex data. The advantages of this 
method are represented as—the accuracy of CALO is better than the other technique 
with the same test data. However, there are some limitations in using this technique, 
such as, the subset of features selected might differ and the running time may increase 
when made convert to another classifier. So in real time, application may not work 
efficiently [47].
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Emary et al. (2016) proposed a wrapper subset feature-selection mechanism 
using binary variants of the ALO by transforming ALO to binary ALO, using two 
mechanisms—the V-shaped and the S-shaped functions, or creating an equal 
binary operator that is inspired from ant-lion optimization operators. The presented 
mechanism was applied on feature selection problem and compared with other 
algorithms, like (PSO), (GA), continuous ALO and binary bat algorithm (BBA). 
Results indicate the efficiency of the proposed algorithm (BALO). Also, the V-shaped 
showed better results than S-shaped [48].

Mafarja et al. (2017) used ALO as a wrapper feature selection method, presenting 
six transfer functions categorized in half in two categories—S-shaped and V-shaped. 
The presented approach is tested on 18 famous datasets and the results were compared 
with other approaches, like PSO, GSA and two previous Ant Lion optimization-
based algorithms. Results indicate the efficiency of the proposed algorithm in term 
of accuracy [49].

4.2.3	 Artificial	Bee	Colony

Karaboga (2005) proposed Artificial Bee Colony wherein bees in the colony are 
divided into three different groups—forager bees, observer bees and explore bees, and 
there is one artificial bee for each food source. This algorithm is often used in the field 
of optimization and achieves satisfactory results [50]. [50]

Ragothaman and Sarojini (2016) combined ABC with Pareto Optimization to 
select non-dominated features. There are many advantages of using this method 
and these are increase in classification accuracy for non-dominated features, and 
determining the individuality and independent nature of the features in the feature 
subset. However, clustering and some statistics methods can be used to select non-
dominated and validated feature subsets [51]. 

Samsani and Suma (2016) presented a binary method of ABC to select features 
of thyroid disease dataset through the Decision Tree classifier, Naïve Bayesian and 
K-Nearest Neighbor. In this method, the classifiers’ accuracy level for all the three 
classifiers were significantly improved and ABC gave small features subset. However, 
to achieve this result, the authors implemented three classifiers together rather than 
one [52]. 

Ghanem and Jantan (2016) employed multi-objective ABC to select features of 
Pareto fronts of non-dominated solutions, using a fitness function to reduce features, 
the error rate of classification and false alarm rate in IDSs. The good result in this 
method showed improvement of performance in selected features, false alarm rate and 
classification performance. However, the ABC algorithm was originally proposed as a 
single-objective technique [53]. 

Hancer et al. (2015) presented ABC with multi-objective methods to select features 
in classification by developing a multi-objective ABC framework (MOABC). Also, 
proposed a filter criterion to measure the dependence between a subset of features 
and the class labels. This is done by developing a fuzzy mutual information measure 
by integrating the dependence between two features and the class label in the original 
fuzzy mutual-information measure. The advantages are represented by removing 
irrelevant and redundant features and getting high performance in classification. On the 
other hand, there are some disadvantages of using this method; like the performance 
of classification sometimes doesn’t reach a high level and the author didn’t make a 
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comparison with another approach. Also a novel multi-objective ABC to get better 
search was not developed, that is, the Pareto front of non-dominated solutions in large-
scale feature selection problems [54].

4.2.4	 Bat	Algorithm

Yang (2010) proposed the Bat Algorithm (BA), which is a naturally inspired  
algorithm based on the idea of the prey being located by the bat through echoes even 
in darkness [55].[55]

Rozlini et al. (2015) proposed a framework for enhancement of the BA with 
Dumpster-Shafer Theory to find the optimum features to improve the classification 
performance. There are many advantages in this approach; such as high classifier 
accuracy indicates a high classification performance and the feature and classification 
performance are related. On the other hand, the irrelevant feature of classification 
process is not known and the authors did not make a comparison with other technique, 
like KNN and BaiyesNaives to ensure high accuracy [56]. 

Bansal and Sahoo (2015) presented a method to solve the problem of generating  
the set of not-dominated solutions. This problem is solved by investigating the 
performance of two FMS through BA-based multi-objective algorithms. The 
advantages of this method represent maximization of the classification and 
minimization of the feature vectors dimension. However, this approach must be tested 
with large spaced datasets [57]. 

Kumar (2017) proposed an approach for face recognition using the extracted 
and reduced features through Discrete Cosine Transform combined with Principle 
Component Analysis DCT-PCA and BA. The result shows a higher recognition rate 
of the proposed approach with less features selected as compared by other feature 
selection algorithms, like (PSO), (GA), and cuckoo search (CS) [58].

Jeyasingh and Veluchamy (2017) presented an enhancement of the BA to develop 
the Modified Bat Algorithm (MBA) in order to apply it in feature selection on the 
Wisconsin Diagnosis Breast Cancer (WDBC) dataset. This was done to achieve precise 
diagnosis of breast cancer. Authors chose random instances in the local random walk 
in order to detect the best solutions. The best solutions thus obtained are ranked and 
applied in the training process of Random Forest Classifier (RF). The result shows a 
higher accuracy in the classification process than other techniques, like Gain Ratio and 
Correlation-Based Feature Selection [59].

4.2.5	 Bees	Algorithm

Pham et al. (2006) presented the Bees Algorithm which is inspired by bee 
behavior and can be used in many applications, like models of smart systems 
and social behavior [60]. In order to apply this algorithm, the distance between  
the solutions must be determined as this is a condition for application of the  
algorithm [61].[61]

Eesa et al. (2015) proposed a combination model based on ID3 and Bees Algorithm 
to select features for network intrusion-detection system. The advantages of this 
method are that it shows a high performance when compared with the results obtained 
in all the features. However, it can be made more efficient by controlling the number 
of bees that are responsible for searching the possible location for food recovery [62]. 
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4.2.6	 Binary	Biogeography-based	Optimization

Boukra (2017) proposed a wrapper feature-selection approach for intrusion detection 
using a modified method, called Guided Adaptive Binary Biogeography-based 
Optimization (GAB-BBO). In this approach, the modifications are done to BBO by 
using new migration and mutation operators. Also, the Evolutionary State Estimation 
(ESE) is modified for adapting the algorithm behavior through Hamming distance and 
fuzzy logic consecutively. Furthermore, a balance between global and local search 
is achieved by adjusting the GAB-BBO parameters in exploration phase and using a 
Weighted Local Search (WLS) to enhance the exploitation ability. The experiments 
are applied in two phases. At first, the GAB-BBO performance is evaluated, using 
benchmark functions. The second experiment is applied, using the Kdd’99 intrusion 
detection dataset. After the comparisons with other methods, the results demonstrate 
the ability of the proposed approach to provide good competitive solutions in feature-
selection problems [63].

4.2.7	 Cat	Swarm	Optimization	

Chu et al. (2006) proposed Cat Swarm Optimization (CSO) which relies  
on observing the behavior of cats, and it has two phases—tracing mode and  
seeking mode, where the integration of these two parts gives this algorithm great 
strength [64].[64

Lin et al. (2016) presented improvements in the original cat swarm optimization 
for feature selection problem, called ICSO. Authors presented two ways to enhance 
the current CSO by using the term Frequency-Inverse Document Frequency (TF-
IDF). The presented approach proved to be more accurate than the native CSO [65].

4.2.8	 Cuckoo	Search	Algorithm

Yang and Deb (2009) proposed the Cuckoo Search Algorithm (CSA) inspired from the 
parasitic behavior of some cuckoo birds. This algorithm showed great success in the 
field of optimization [66]. [66]

Sujana et al. (2017) [67] used CS to develop the parallel cuckoo search optimization 
(PCSO) algorithm and applied it in feature selection domain. The results show better 
accuracy as well as the selection size is reduced with greater efficiency than other 
methods which were compared [63]. 

4.2.9	 Crow	Search	Algorithm

Askarzadeh (2016) proposed the Crow Search Algorithm inspired by the clever 
behavior of the crow, as it is known that the crows store the excess food in a different 
storage capacity so that they can return to these in case they are hungry [68]. [68]

Sayed et al. (2017) proposed a new algorithm, called Chaotic Crow Search 
Algorithm (CCSA) in order to enhance the native CSA in the field of feature selection. 
They used 10 chaotic maps to replace the random movement parameters of the native 
CSO. The result indicates that (CCSA) achieved a higher value in the best and mean 
fitness value test and it outperforms the native CSA [69].
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4.2.10 Differential Evolution

Storn and Price (1997) proposed Differential Evolution (DE) algorithm. Through 
its use in many applications, this algorithm has proved its ability to perform tasks 
efficiently and is a reliable optimization algorithm. The strength of this algorithm 
lies in its use of only three parameters during the search process (166). However, 
it has some limitations, like stagnation of population as well as slow convergence  
speed [70]. [70]

Noghabi et al. (2015) proposed a new method for DE which can generate new 
mutations and extraction in gene selection for cancer classification capabilities. 
Subsequently, the trade off empty places are filled. Here, the lack of exploitation in  
DE is solved; consequently, the accuracy of classification becomes better. However, 
there is a problem due to the effect of population size and dimensionality on this 
method [71]. 

Wang et al. (2016) used DE for data preprocessing to solve the problem of 
reducing data or increase it with the same accuracy of classification. The advantages 
of this method that were achieved represented reducing features of the dataset when 
instant selection is used. However, the accuracy of the classification in the search 
space sometimes becomes worse when using instant selection. Also, it needs a novel 
representation of solutions as well as a computationally cheap fitness measure [72]. 

Shahbeig et al. (2016) applied the binary differential evolution optimization 
algorithm to reduce attributes and determine the purity of sponge iron. The advantages 
of this method were reduction in plant random conditions and improvement in the 
robustness of the algorithm [73]. 

4.2.11	 Dragonfly	Algorithm

Mirjalili (2016) proposed the DA algorithm which is inspired from dragonfly behavior 
and has been applied in several areas of optimization problems. In the feature-selection 
field, Mafarja et al. (2017) [74] proposed a wrapper feature-selection approach using 
Binary Dragonfly Algorithm (BDA) with KNN classifier. The results show the ability 
of BDA to avoid falling in local minima when it searches the features’ space. It shows 
a superior performance compared to other approaches [75].[75] 

4.2.12	 Firefly	Algorithm

Firefly Algorithm (FA) was proposed by Yang (2009) and is inspired by the behavior 
of fireflies in how they attract the other fireflies by flashing signals, and it is currently 
used for a wide range of optimization problems. Zhang et al. (2017) [76] improved the 
capability of FA in feature-selection domain by proposing a Return-Cost-based Binary 
Firefly Algorithm (RC-BBFA). After applying the proposed method on 10 datasets, 
the results demonstrate that the RC-BBFA reduced the number of attributes with high 
classification accuracy [77, 78]. 

4.2.13	 Fish	Swarm	Optimization	Algorithm

Li (2002) proposed Fish Swarm Optimization (FSO) to express the intelligent behavior 
of fish during their lifetime in terms of food search, migration and other collective 
behavior [79]. [79]
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Manikandan and Kalpana (2017) enhanced the technique of native FSO in 
artificial fish swarm optimization (AFSO) and applied it with the Classification and 
Regression Tree (CART) to increase the accuracy of the feature-selection process. 
Results indicate that AFSO performs better in terms of measure, accuracy, precision 
and recall [80].

4.2.14 Grasshopper Optimization Algorithm

Saremi et al. (2017) proposed Grasshopper Optimization Algorithm (GOA), which 
introduces solutions for optimization problems by providing mathematical models 
that simulate the behavior of grasshoppers and insects in Nature [81]. 

Mafarja et al. (2017) improved the efficacy of the basic GOA for feature-
selection problems by using Evolutionary Population Dynamics (EPD) with GOA. 
After applying the proposed method on 22 benchmark datasets, the results and 
analysis showed that the proposed method improved the feature-selection process 
in classification accuracy, number of selected features, consumed CPU time and 
convergence behaviors of all hybrid methods when compared [82]. 

4.2.15 Gravitational Search Algorithm

Rashedi et al. (2009) introduced Gravitational Search Algorithm (GSA) as one of the 
optimization techniques based on the law of gravity according to Newton’s physical 
laws, where light masses are attracted to the heavy one [83].

Nagpal et al. (2017) used GSA to implement a wrapper-based method to select 
features in medical datasets using k-Nearest Neighbor’s Classifier. The results show 
the ability of GSA to reduce attributes efficiently with an average of 66 per cent. Also, 
a better performance of classification accuracy was achieved by GSA in comparison 
to Particle Swarm Optimization and Genetic Algorithm [84]. 

Bostani and Sheikhan (2017) proposed a hybrid filter and wrapper approach based 
on mutual information (MI) and binary gravitational search algorithm (BGSA) to 
reduce attributes in intrusion detection systems. MI-BGSA method was compared to 
other wrapper and filter methods, such as BGSA and BPSO, ReliefF and Chi-square. 
The results showed that the MI-BGSA improved the classification accuracy and 
reduced the attributes with most relevance to the target class [85]. 

4.2.16 Genetic Algorithm 

Genetic Algorithm (GA) was proposed by John Holland and his students at the 
University of Michigan in 1970’s [86]. Genetic algorithm is an important technique 
in the search for the best option of a set of solutions available for a specific design. 
Genetic manipulation passes the optimal advantages through successive breeding 
processes and strengthens these traits. These traits have the greatest ability to enter 
breeding and produce an optimal generation by repeating the genetic cycle; the quality 
gradually improves [87]. 

Cerrada et al. (2015) used GA for designing fault diagnosis models in a multi-
stage form to select in each stage the best features from a subset of candidate features. 
The study showed that GA is still a good tool for optimizing search processes and can 
be implemented under new approaches to improve its performance. However, this 
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method leads to a study of the physical meaning of relevant condition parameters for 
fault diagnosis in spur gears [88]. 

Hong et al. (2015) selected a set of optimized features from the corpus using 
GA to minimize computational complexity and to increase performance of the 
classification. In this approach, the classification performance was better when all 
the features were used than when FSGA is used with the exception of the result of 
recall. Also, classification time can be reduced as well and it is capable with real-time 
data processing. However, the authors recommended using parallel GA to improve 
the performance of its repetition and the proposed algorithm regarding duplicate 
feature selection and fitness function. Also, this approach cannot deal with big data 
environment [89]. 

Soufan et al. (2015) presented DWFS—a web tool, using parallel genetic algorithm 
on the wrapper approach and mixed it with a randomized search algorithm to enhance 
the feature-selection process. The advantages of using this technique represented 
achievement of the capability of reducing the number of features while preserving 
the classification performance. However, it sometimes is not feasible with complex 
biological and biomedical data complementing or large problems [90]. 

Chen et al. (2016) used a hybrid CGPGA-based model by combining the Coarse-
Grained Parallel Genetic Algorithm and SVM to solve the problem of feature selection 
in a classifier. There are many advantages of using this technique, such as minimizing 
the size of selected feature subset, the number of support vectors and training time. 
Also, it optimized SVM model parameters and correctly obtained the discriminating 
feature subset in an efficient manner. Furthermore, it makes the low level maintain the 
support vectors proportion. However, it didn’t minimize the number of SVM models 
constructed through optimization instruction. So it does not work efficiently if the 
problem gets very large [91]. 

Aalaei et al. (2016) selected effective features for breast cancer diagnosis by 
genetic algorithm and PS-classifier, using wrapper approach. This technique improves 
accuracy, specificity and sensitivity of classifiers [92]. 

4.2.17 Grey Wolf Optimizer 

Mirjalili and Lewis (2014) proposed Grey Wolf Optimizer (GWO) in which the fishing 
mechanism of the grey wolves is simulated through the leadership hierarchy using 
four types of wolves—their names are alpha, beta, delta and omega. The optimization 
process is done through three steps—searching for prey, encircling prey and attacking 
prey [93]. [93]

Emary et al. (2016) proposed a binary version of GWO to be used in the 
wrapper mode feature selection. The original GWO was enhanced by applying two 
mechanisms—the first aims to find the new position of the grey wolf by performing 
crossover on the simulated steps toward the best first three solutions; the second 
mechanism is used to find updated binary grey wolf position. The present work was 
compared with PSO and GA. Results showed the efficiency of BGWA based on 18 
datasets tests [94]. 

4.2.18 Harmony Search 

Geem et al. (2001) proposed the Harmony Search (HS) which is not considered to be 
an algorithm inspired by Nature, but it is simulates the musical process to reach an 
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ideal state of harmony according to specific criteria. HS has achieved great success in 
the fields of control, signal processing, mechanical engineering and others [95].[95] 

Bagyamathi and Inbarani (2015) used the hybridization of the Rough Set Theory 
and the Improved Harmony Search Relative Redact Algorithm (IHSRRA) to classify 
the protein sequences and reduce the dataset by removal of irrelevant features. This 
study showed that the proposed method can help to solve the problem of high-
dimension, and the classification of protein sequence which was very accurate. Also, 
it could be very useful for predicting the function of protein. As a result, this paper 
proved the efficiency and effectiveness of HS and RST-based approaches [96]. 

4.2.19 Moth Flame Optimization 

Mirjalili (2015) proposed Moth Flame Optimization (MFO) which is inspired by the 
movement of moths in Nature, where the moths fly at night in a fixed angle for the 
moon and in a straight line for very long distances. This simulation method was used 
effectively for optimization problems [97]. [97]

Zawbaa et al. (2016) presented a new mechanism to solve the feature-selection 
problem and reach the optimal subset by applying the Moth-Flame Optimization 
(MFO) using wrapper approach. The proposed algorithm was compared with other 
feature-selection algorithms, like the GA and PSO based on famous datasets. The 
proposed algorithm proved its performance to be higher than other feature selection 
[98].

4.2.20	 Particle	Swarm	Optimization	

Eberhart and Kennedy (1995) proposed Particle Swarm Optimization (PSO) which is 
a simulation of the flocking behavior of birds. The application of this algorithm in the 
field of optimization has yielded very accurate results [99]. [99]

Wu (2015) implemented two-round feature selection for text categorization, 
combining both the filter and wrapper approaches. The filter approach is Information 
Gain (IG) method, and the wrapper approach is BPSO based on 5NN and Rocchio. 
The advantages of this technique were achieved by reducing the number of features 
and the classification performance was improved. Also, it has much short computation 
time. On the other hand, it can’t be used efficiently in distributed systems [100]. 

Butler-Yeoman, Xue et al. (2015) proposed a method to find a target size which 
roughly indicates the smallest size of feature subsets by using PSO based on wrapper 
feature-selection approach by developing a sequential random target-size optimization 
method. The advantage of this method is that it reduces the number of features and 
achieves a similar or even better classification than using all features or standard PSO. 
However, the consistency analysis for stochastic feature-selection algorithm has a 
problem but is relatively simple and lacks theoretical proof [101]. 

Aghdam and Heidari (2015) applied PSO to text features of a bag of words model 
in which a document is considered as a set of words or phrases and each position in 
the feature vector corresponds to a given term in a document. One of the advantages of 
using this approach is achieving a strong search capability on the problem space and 
this can efficiently find minimal feature subset. Also, features can be selected without 
any previous knowledge of the original dataset [102]. 
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Javidi and Emami (2016) introduced a combinational search method that can 
balance between discovering the new region and the local search using PSO. CBPSOL 
has a strong search capability in the problem space and can efficiently find minimal 
feature subsets in real and high-dimensional synthetic datasets. But if the filter-based 
method is used before CBPSOL, it cannot show a high performance [103].

4.2.21 Whale Optimization Algorithm 

Mirjalili and Lewis (2016) proposed this algorithm, which simulates humpback 
whales fishing process in the sea [104].[104]

Sharawi, Zawbaa et al. (2017) presented a feature-selected approach in order to get 
the subset of features that are optimal by using a wrapper-based Whale Optimization 
Algorithm (WOA). The approach was compared to other feature-selection algorithms, 
like PSO and GA using 16 datasets and the results indicate that the WOA achieved a 
higher accuracy than other algorithms [105].

Mafarja and Mirjalili (2017) proposed two hybrid techniques as a feature selection 
models that are based on WOA. The first technique improved the top solutions found 
at the end of each iteration by combining Simulated Annealing (SA) with the WOA. 
The second approach improved the exploitation process by searching the best zones 
that were found by the WOA. Test results over 18 well-known datasets are compared 
with other feature-selection algorithms—PSO, ALO and GA. Results show the 
enhancements on the accuracy of classification [106].

Mafarja and Mirjalili proposed a wrapper-based feature-selection approach that 
uses WOA. A new binary version of WOA was presented by the authors. The idea of the 
proposed approaches is to change the way of selecting operators for the search process 
by guiding randomization of operators. The first two methods used Tournament and 
Roulette Wheel selection mechanisms. The third optimization is done using crossover 
and mutation operators to enhance the exploitation of the WOA algorithm. Approaches 
tested and compared with other feature-selection wrapper-based algorithms, like the 
PSO, GA, and ALO. Results show the efficiency of the proposed approaches in terms 
of accuracy of classification and average selected features [107].

After the most important works were reviewed, the most important strengths of 
metaheuristic algorithms are derived as below: 
 • The ability to deal with the problem of constrained engineering optimization.
 • The ability to deal with the problem of truss structures with discrete variables.
 • The ability to deal with the problems of real world optimization. 
 • The ability to provide a fast convergence rate.
 • The ability to achieve high accuracy results.
 • The computational cost is very low, so the time complexity is reduced.
 • The ability to be a global algorithm for optimization problems. 
 • This algorithm is adjustable and to be optimized even more. 
 • The ability to hybridize with other optimization algorithms.

However, these algorithms, like other optimization algorithms had the ability to 
deal with very complex problems, but the results depend on the nature and extent of 
the problem. 
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5. Data Mining Methods with Cyber Security

This part of the research discusses the importance of data-mining techniques for cyber 
and national security, and then a brief overview is provided. Currently, this field of 
research takes researchers’ attention widely, to find the best methods for data protection 
from intrusions. The most important data-mining techniques are classification, cluster 
and feature selection. In this review, the genetic algorithm as metaheuristic algorithm 
and fuzzy data mining-based Intrusion Detection System are discussed.

Thuraisingham et al. (2008) presented a study of cyber security applications based 
on data-mining techniques, such as link analysis and association rule mining. These 
techniques can detect threats of abnormal patterns that may affect the system. The 
static and dynamic analyses provide a continuous dynamic process to detect new 
threats and monitor the adverse. These methods enable network intrusion protection 
by mining network traffic and data stream mining, which contribute to the detection 
of malignant patterns with high efficiency [108].

Kshirsagar et al. (2012) presented a study focused on several models for Intrusion 
Detection System based on genetic algorithm and data-mining techniques [109]. The 
study was concerned with the signature method to protect data from misuse, where 
this process requires special rules to be set up and stored in Intrusion Detection System 
in order to identify attacks through the matching process between the stored rules and 
any new anomalies.

Harshna and Navneet Kaur (2014) used the fuzzy logic with genetic algorithm  
for Intrusion Detection System, generating more flexible patterns in detecting 
anomalies by selecting a set of features available from audit data. The experiment was 
executed on the numeric dataset. The results showed the efficiency of the integration 
of fuzzy logic and genetic algorithm in the detection of real threats. However, the 
drawback of this method is that it requires considerable time to reach high efficiency 
results, particularly, in the large number of iterations, population size and correlation 
ratio [110].

As noted above, the problem of detecting threats across the network presents a 
complex challenge, especially with the increasing number of users and the volume 
of data. This research is still the focus of attention of many researchers in recent 
years. Data-mining techniques offer highly efficient solutions to reduce the risk of 
these threats. The genetic algorithm also provided solutions if used with data-mining 
applications. 

Al-Qurishi et al. (2017) developed a method to expose the malicious user and 
counterfeit software across social networks by using a centralized central management 
protocol to prevent such damage and provide a secure means of communication across 
social networks. This protocol creates a roadblock for all users of these networks and 
ensures that the communications is human only. It thus identifies the accounts of the 
robot in an effective manner [111].

Moreover, in the field of encoding images transmitted over the network, the 
Quaternion Fresnel Transforms (QFST) method is used in [112] to encrypt images, and 
also to improve security and link degradation. The encrypted 3-D image is encrypted 
on a 2D basis. This proposed approach proves the validity and effectiveness of the 
encryption used to keep the content of the images confidential.
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In terms of the Internet of Things (IOT) concept, the security field of risk detection 
has become an important space in the field of research in recent years. The users in 
the IOT store a lot of sensitive data in the cloud and as a result, the security concerns 
may increase, where this data must be protected from damage or that are accessed 
illegally. The sensitive data encryption process which encrypts sensitive data stored in 
the electronic clouds by internet users is the first solution to deal with these security 
concerns and all researches expect that within the next few years, all the data companies 
that provide Internet service to clients will be protected by encryption services [113]. 

Companies provide internet services that the internet of things adopts increasingly 
data security in cloud computing. Sensitive data needs to be protected at its inception, 
before it moves out of the cloud or enters. It requires the right strategy for data 
protection—data-centric approach to the cloud [114], which is applicable and 
adaptable to several different systems. Figure 4 shows data encryption before being 
sent either from the device or from the cloud. 

This research aspect has attracted the attention of many researchers. Recently, 
Tewari and Gupta (2017) suggested a new mechanism for mutual authentication 
between the device and the server in the IOT environment. The mechanism depends 
on the method of encoding the Oval Curve (ECC) [115] and through the results, the 
method used is an effective solution to resist any potential attack on the network. In 
another paper [116], NS simulation technique was used to design a wireless video 
surveillance system by ensuring optimal frequency distribution and minimizing video 
distortions during transmission over the network. 

Memos et al. (2017) described the security challenges facing IOT by analyzing the 
most important researches related to the security and protection of media exchanged 
over the network. Also, a study of most algorithms used to reach to the smart city 
concept in the future, such as the Media-based Monitoring System (EAMSuS), and 
High Efficiency Video Encoding (HEVC) [117].

Another area in which security techniques are applied and confidentiality 
is maintained is mobile cloud computing system. Zkik et al. (2017) proposed a 
scheme to encrypt the homogeneous information to preserve the confidentiality 
of the information as well as to retrieve it remotely. The results proved that after 
implementing the proposed approach, it was found to be robust, highly efficient and 
capable of security analysis in this field [118]. 

Ibtihal and Hassan (2017) used a new method to get a secure structure through the 
use of two clouds—the first to encrypt and decrypt and the second to store the data. 

Fig. 4: Data encryption in the IOT.
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To achieve this, Openstack was used and the PAILLIER as the encryption system. 
Also, watermarking, DWT algorithm was applied [119]. 

6. Discussion 

As noted in this research, the problem of feature selection is a complex problem 
which requires intelligent methods to deal with the datasets for selecting the best 
attributes associated with the study problem. After submitting literature, there are 
many algorithms used to solve this problem. Many of these algorithms have been 
used more than once, either alone or in a hybrid way with other algorithms or by 
making some improvements to the same algorithm for providing better solutions in 
this field. Furthermore, it is clear that no single method can be applied successfully 
to solve every kind of problem. So no method is best for all the cases because each 
technique has advantages in specific areas of interest and the results depend on the 
nature and extent of the problem. Also, the problem of detecting threats across the 
network presents a complex challenge, especially with the increasing number of users 
and the volume of data. This research is still the focus of attention of many researchers 
in recent years. Data-mining techniques offer highly efficient solutions to reduce the 
risk of these threats. The genetic algorithm also provided solutions if used with data-
mining applications as well as cryptographic algorithms that have been mentioned in 
the literature above.

7. Conclusion

The main objective of the research is to propose a new method that has the ability to find 
good solutions and optimize the process of feature selection. Metaheuristic algorithms 
are used to generalize subsets in feature-selection process randomly. It collects the 
information during the search to steer the search process, then generates new solutions 
by combining one or more good solutions. Metaheuristic algorithms have been widely 
used in feature selection problem as they are able to provide solutions to this problem 
with high efficiency. The positive results that have been achieved through these 
algorithms have made researchers continue to apply these algorithms in this field, 
even if new algorithms have not yet been applied or to hybridize different types of 
these algorithms to get better results. Furthermore, it suggests some future studies 
which could improve the feature-selection problems in the field of cyber security.
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Chapter 9
a taxonomy of Bitcoin Security 
Issues and Defense Mechanisms

Prachi Gulihar and B.B. Gupta*

1. Introduction

There are many e-payment systems existing in today’s world. A financial infrastructure, 
which works on the internet technology, is the need of the hour. Currently, the most 
dominant payment system is the credit card system which involves a bank as the 
trusting authority. Other systems in practice are e-wallets, like Paypal, Paytm which 
follows an intermediary architecture in which instead of bank, the company stands 
responsible for fair transactions [1, 2]. The successor to the intermediary architecture 
was SET architecture, in which the customer did not have to register himself with the 
company and credit card details also were not necessary to be shared. Cybercoin was 
based on this architecture, but this architecture did not stay for long. The problem 
was there was no way to certify which Cybercoin belonged to which real-life user. 
This problem was solved by bitcoin, which removed the real-life identities from the 
whole transaction process [3]. In the discussed e-payment systems, the characteristic 
of anonymity was missing. By making use of clever engineering, bitcoin was able to 
achieve this. Bitcoin is a famous cryptocurrency which was introduced by Satoshi 
Nakamoto in 2008 [4]. His name is said to have been derived from subparts of 
names of four firms, namely Samsung, Toshiba, Nakamichi and Motorola. The first 
bitcoin was realeased on January 3, 2009. It was a code of 32 thousand lines released 
online as all bit, no coin. Bitcoin operates in a peer-to-peer (P2P) network. Smallest 
unit of a bitcoin is called Satoshi, which equals 10–8 bitcoins. It is a decentralized 
cryptocurrency, which works by maintaining a public ledger, like in ethereum [5] 
called blockchain. Blockchain is a transaction ledger which is maintained in a 
distributed manner by the anonymous participating entities, called ‘miners’. These 
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miners are responsible for maintaining and extending the blockchain by solving a 
cryptographic puzzle as a Proof-of-Work (PoW) [6, 7]. The senders broadcast their 
transaction in the bitcoin network after which it is the responsibility of the miners 
to include them in the blockchain. They are rewarded by the senders for doing so. 
This reward comes as a transaction fee. It is an instantaneous method of transferring 
payments with minimal transaction fees. 

2. Overview of Bitcoin Protocol and its Working

The bitcoin system is a distributed system [8] which comprises; five main components 
as shown in the figure. The first component are the users. Any bitcoin user is strongly 
related to another component of the bitcoin environment, known as bitcoin wallet. 
Identity of any bitcoin wallet is its address. The user owning the bitcoin wallet has a 
single private key which remains secret from other users. The other key is a dynamic 
public key which is changed every time the user initiates a new transaction. This 
enhances the security of the transaction. The fixed private key is used by the user to 
sign his transactions digitally by elliptic curve cryptographic [9] techniques. Bitcoin 
wallets [10] are mainly of two types—hot and cold. The hot wallets remain connected 
to the internet continuously, whereas the cold wallets need to be connected to the; 
Internet only when the transaction is to be performed using the stored bitcoins. Hot 
wallets are more vulnerable to cyber attacks due to prolonged connectivity; therefore, 
it is advisable to keep only a small portion of the bitcoins in the hot wallet and keep 
the rest in the cold wallet. As an analogy, cold wallets are comparable to the safe in 
our homes. Things of daily use and money are kept in the open, whereas valuables are 
stored in a separate hidden place. The hidden place in this case becomes the hard disk 
and other storage devices. Users operate the wallets by installing the bitcoin client on 
their personal computer or smartphones [11].

2.1 Miners
The next component is the miners, whose function is to club the transactions waiting for 
confirmation into a single block and then generate the hash of the block. This process 
is repeatedly done by every miner until the hash value of the block becomes less than 
the target value. They do so by varying the set of transactions being included in the 
block. It is the miners who are responsible for verification of authenticity, integrity 
and correctness of the bitcoin transactions. Miners may work in collaboration with  
co-miners to form a mining pool [12]. Whenever any miner or mining pool is successful 
in generating the proof-of-work, then that miner broadcasts the verified block in the 
bitcoin network. To gain rewards, this block must be verified by the majority of 
participating miners after which this block is added to the public blockchain. The 
bitcoins which are rewarded as transaction fees are then distributed among the  
co-miners in the mining pool in proportion to how much work effort was put in by 
each individual miner. Some mining pools distribute the rewards equally among the 
co-miners, but this policy is unfair [13]. The miner who manages the mining pool is 
rewarded with a higher share for he has the extra work of management of mining pool 
as well. 

Bitcoin exchange is the virtual space in which bitcoins are sold and bought against 
other functional currencies and developers are a set of programmers, who work to 
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improve the bitcoin cryptocurrency and add new features to it. Their work can be 
found on Github repository. They mainly focus on developing new services and 
software which make use of bitcoins.

2.2 Blockchain
The backbone of bitcoin is blockchain, whose basic component is a block, which is 
a public log of all the transactions taking place in the bitcoin network. This supports 
the distributed type of computation because it is P2P. These blocks are chained in a 
form of Merkle tree [14] comprising full transaction nodes. Merkle tree is a tree-like 
data structure which stores a summary of the transactions in the blocks. Transaction is 
a script which identifies the owner of the bitcoin. Script is a sequence of instructions 
which the miners execute. To ensure that the transactions once written in the public 
log are unchangeable, the bitcoin miners solve a cryptographic puzzle, which is called 
proof-of-work. The transfer of coin ownership from one person to another is denoted 
by transactions.

2.3 Transaction Script
A transaction comprises of two components—inputs and outputs. Inputs denote the 
unspent coins and output denotes the address of the receiver. Inputs are defined by 
scriptSig which is a signature ensuring that the bitcoins being transferred are unspent 
and belong to the sender. Outputs are defined by scriptPubKey which specifies the 
condition for redeeming the bitcoin being transferred. The bitcoin environment 
comprises of five standard scripts—Public-Key, Pay-to-Public-Key Hash (P2PKH), 
Multi-Signature, Pay-to-Script Hash [15] and Data Output. Public-Key script defines 
the key using which the transaction will be signed. P2PKH script is used to find that 
public key which is hashed to a given value. In Multi-Signature script more than one 
signature is required for a public key to be able to redeem a transaction. 

Pay-to-Script Hash [16] is used to decrease the length of the Multi-Signature 
script by hashing the non-standard to transaction scripts to standard ones. Data Output 

Fig. 1: Components of bitcoin system.
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script is used to store the transaction messages in a human readable form. It is the task 
of miners to ensure that the transaction is valid by verifying the signatures and using 
standard transaction scripts. For new blocks which become a part of the blockchain the 
miners need to find a random value called nonce satisfying, the condition that it is less 
than the block header. This block header value is known as target value. This process 
is called Proof-of-Work (PoW) that depends on the miner’s computational power [17]. 
For validating a transaction, the miners get transaction fees which motivate them to 
work on extending the blockchain by adding new blocks. The public key of the next 
owner is the address to which the bitcoins are to be sent. The collection of public 
addresses of all the e-wallets is saved as a file in distributed database. For a miner 
to solve one cryptographic hash puzzle, the machine calculates around 650 trillion 
hashes to get the acceptable one. So, even if the PC is of i7 processing speed, it would 
still take around 21 years to mine one bitcoin. This brings in the need of formation 
of mining pools by sharing the computational resources among partner miners. BTC 
Guide is the largest mining group which has the capacity to mine 25 bitcoins in  
20 minutes.

2.4 Byzantine Agreement
Bitcoin relies on the concept of Byzantine agreement [18] to ensure distributed and 
mutual extension, exchange and acceptance of a final blockchain at any point of time. 
The Byzantine agreement has to ensure two properties—agreement and validity. 
Agreement means that all the participating miners return the same blockchain at the 
end of the validating a transaction. Validity means the blockchain extended by an 
honest miner is valid and in further used by other participating miners to extend the 
current blockchain. In the blockchain, the blocks are connected in a chain-like linear 

Fig. 2: Bitcoin transaction flow.
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structure. The right-most block in the blockchain is the block recently mined and is 
called ‘head’. The left-most block in the blockchain is the first ever block mined and 
called the ‘genesis block’. The length of a blockchain is the number of blocks it has 
after the genesis block. The bitcoin environment sets a parameter, which determines 
the difficulty level of mining the next block. It is set by increasing the level of 
the cryptographic hash puzzle to a level where only one block is generated every  
10 minutes, not more or less than that. This difficulty level is recalibrated after every 
2,016 blocks.

2.5 Bitcoin Protocol
The bitcoin protocol [19] is the protocol which is implemented by the bitcoin miners. 
Its two main properties are—common prefix property and chain quality property. 
The common prefix property means that the blockchain of any two honest miners 
is different only in the most recent blocks. The chain-quality property ensures that 
the honest miner mines on a blockchain whose sufficiently long part is absent of any 
adversarial block. Ideal chain quality is never attained by the bitcoin protocol. Further, 
it can be divided in three sub protocols-chain validation protocol, chain comparison 
protocol and PoW protocol.

The chain validation protocol validates the structural properties of the blockchain. 
For every block in the blockchain, this protocol checks three things. Firstly, whether 
the PoW is solved correctly; secondly, the timestamp timer has not exceeded; thirdly, 
the hash of the previous block is present or not. If all the blocks are able to pass 
the verification test, then the blockchain is valid; otherwise it is rejected. The chain 
comparison protocol is responsible for finding out the most suitable blockchain 
from a set of blockchains. The competing chains may be picked up randomly or 
lexographically and in the output, the blockchain having the longest length becomes 
the winner. The PoW protocol attempts to extend the winner blockchain by solving 
the cryptographic hash puzzle by doing brute-force for a predefined number of times. 
For every new proposed block, this protocol generates the block hash which must be 
less than the set target value. If the puzzle is solved, then the blockchain is extended 
by one block; otherwise it remains unaltered. This way the bitcoin protocol is iterated 
indefinitely.

3. Taxonomy of Attacks against Bitcoin Protocol

Bitcoin environment is uncontrollable and decentralized which makes it more prone to 
cyber attacks as it becomes easier to generate fraud transactions. Various vulnerabilities 
are found in bitcoin protocol and bitcoin network. Figure 3 lists the different possible 
attacks based on various threats. 

3.1 Distributed Denial-of-Service Attack
The first category of cyber attack the bitcoin system is prone to the networking 
infrastructure attacks. They are done by exploiting the vulnerabilities in the 
communication protocols of the bitcoin peer-to-peer network. First under this 
classification comes the Distributed Denial of Service (DDoS) attack [20]. In this 
attack the network resources are exhausted to block access of services to the genuine 
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users. This attack is performed under the instruction of a master machine, which 
instructs other compromised machines, also known as slaves machine to overload the 
victim machine’s network by flooding it with malicious request packets. 142 unique 
kinds of DDoS attacks have been identified to have taken place in the bitcoin network. 
In this attack, a large number of compromised client nodes send fake transaction 
requests to an honest miner. After a while that honest miner is burdened and starts 
discarding all the requests, including those coming from other honest miners, thus 
causing a denial-of-service. DDoS attacks take place on large mining pools [21] and 
big bitcoin exchanges due to bigger rewards [22]. Individual miners and small mining 
pools are safe from such kind of attacks. DDoS attacker’s main motive is generation 
of bulk ransom. DDoS attack discourages the participating miners in the mining pool, 
leading to their withdrawal from the pool. For example, the malicious miner shows 
the co-miner that he owns more computing power, enough to snatch his rewards; the 
honest miner finds it better to step back, thus successfully imposing DDoS in the 
bitcoin network.

The attacker on gaining the majority of the computing power will be able to launch 
double-spending attack and Distributed Denial-of-Service (DDoS) attack [43]. Three 
methods are there to bribe the co-miners—out-band offer, in-band offer and negative 
fee offer. In out-band offer the attacker offers a direct payment to the co-miners, who 
are ready to work on the attacker’s private blockchain, which comprises of attacker’s 

 Fig. 3: Cyber attacks in bitcoin system.
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pre-mined block. In in-band offer, the attacker lures co-miners by offering bitcoins. 
The attacker creates a blockchain fork and any miner choosing to mine on that fork 
gets the rewards in the form of bitcoins which are available for free. In negative free 
offer, the attacker lures the co-miners by paying better reward shares than the current 
mining pool has to offer. 

Although the gains by the co-operating miners are highly rewarding, they are 
short-lived because in the long run, the honest miners will lose trust in the mining 
pool, ultimately leading to a crash in bitcoin rates. Another mining pool attack is 
feather forking. In this attack, the attacker blackmails the user client to pay him some 
bitcoins or else the attacker shall blacklist the transaction performed by that particular 
client node. The attacker does this by publicly broadcasting the blacklisted transaction. 
The attacker creates a blockchain fork and works to extend this fork so that it may 
outrace the public blockchain. If the attacker fails to do so, then it discards its private 
blockchain and resumes working on the public blockchain. When the attacker is 
determined to block and blacklist a particular transaction, then he or she will perform 
iterative forking to gain trust of the co-miners. The attacker will then be able to block 
the selected transaction without any inherent cost because then the majority of miners 
will be entrusting his forking strategy. 

3.2 Malleability Attack
Next category of attacks includes malleability attacks [23, 24]. Malleability attacks 
also lead to denial-of-service. In malleability attacks, the order of the transaction 
to be processed is disturbed by putting in fake transactions. These fake transaction 
poses a higher transaction validation fee thus luring honest miners to include this fake 
transaction with higher priority than the in-queue transactions. The attacker’s purpose 
is to waste miner’s resources of time and computing power in validation of a fake 
transaction which is ultimately in vain. In cryptography, the term ‘malleable’ is used if 
the attacker is able to generate an output Y similar to X without knowing the function 
used to generate X. In the bitcoin network, it is the transaction which is made malleable 
by varying syntax configuration of two semantically identical transactions. This can 
be done without knowing the user’s private key because there is a bug in the bitcoin 
protocol which identifies every transaction by its transaction-id. But this transaction id 
may not be unique which means that transaction of transfer of x bitcoins from Alice to 
Bob may have two transaction ids – T and T’. This happens because the hash of these 
transactions is different. Though the amount of bitcoins being transferred is similar, 
it is a different set of bitcoins which are transferred every time. This loop-hole of the 
bitcoin protocol is exploited in transaction malleability attack.

Mt. Gox bitcoin exchange was using the custom implementation of the bitcoin 
protocol which had this bug [25, 26]. The exchange had to block accounts and the 
transactions were barred due to this attack. The attacker was able to withdraw his 
or her coins twice from the bitcoin exchange. This was possible because the custom 
implementation of the bitcoin protocol, which was used by Mt. Gox bitcoin exchange, 
searched only for matching transaction-id, unlike the recent reference implementations 
of bitcoin protocol which searches for any transaction which is semantically 
equivalent. In Mt. Gox [27] case, the attacker had a bitcoin trading account in Mt. 
Gox. For example, Alice first deposited X bitcoins in her exchange account. She then 
sent a transaction Tx to Mt. Gox, asking to transfer her coins back to her. In response,  
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Mt. Gox issued transaction Ty to transfer Alice’s coins back to her. Next, Alice 
generated T’ which is semantically same as Tx but has different transaction-id. This 
transaction T’ gets included in the public blockchain and the transaction Tx is rolled 
back, so Alice now informs Mt. Gox of the unsuccessful deposit transaction Tx. Then, 
Mt. Gox check its transaction and does not find the transaction Tx which makes him 
believe that Alice is saying right about the unsuccessful transaction and thus returns X 
bitcoins back to her. These were the X bitcoins which were never submitted.

3.3 Refund Attacks
Whenever any bitcoin transaction fails, then the refund has to be initiated by the 
bitcoin exchanges. This is where refund attacks [28] come into place. Border Internet 
Protocol-70 (BIP-70) is widely accepted by the community of bitcoin developers 
for performing successful payments, using bitcoins. Almost all major wallet and 
exchange services use this protocol. There are payment services which provide the 
exchange and wallet service providers with a platform and infrastructure to operate in 
a secure environment. The refund attack takes place by exploiting the authentication 
vulnerability present in BIP-70. In this attack, the user wallet is under the control 
of a malicious bitcoin node. Whenever the customer begins trading his bitcoins, his 
wallet address is sent to the malicious node. On completion of trading, the malicious 
user requests a refund from the node with which the customer traded. In the refund 
address of the refund request, the malicious user puts in his own wallet address and the 
bitcoins get refunded to him. The customer is unaware of all these transactions taking 
place in his name. This happens because the merchant using BIP-70 protocol lacks 
secure authentication of who is sending the refund requests. 

3.4 Man-in-the-Middle Attack
Network infrastructure attacks in bitcoin system also comprise of Man-in-the-
Middle (MITM) attack [29]. In this, the attacker traps the victim by attracting him 
to a Website which poses as a trustable merchant Website helping in making secure 
bitcoin payments, but, clicking on Webpage reveals the victim’s identity which 
includes the victim’s wallet address. Whenever the any customer engages in making 
any kind of online payment, then he is directed to a legitimate payment gateway. Let 
us say customer C just bought something from the victim. Then the victim’s payment 
gateway page will be opened in customer’s browser. This page is under the attackers 
control and the details of customer C will be known to the attacker without the victim 
noticing any of these practices. After customer C pays to the victim, then the attacker 
sends a refund request in the name of customer C and the refund amount will be sent 
to the attacker. The customer remains unaware about the refund and the victim loses 
his coins. Thus, making MITM attack successful.

A revision in BIP-70 protocol is required to prevent this. All the nodes in the 
bitcoin network have an internal clock maintaining the time count. This is of two kinds 
—median time and system time. Median time is the time sent to the newly connected 
node by the adjacent peer nodes at the time of joining the bitcoin network. It is sent 
in the version message shared by the adjacent nodes. The system time is nodes’ own 
timer clock which is allowed a maximum deviation of 70 minutes from the median 
time. It is reset every time the maximum deviation limit exceeds. 
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3.5 Time-jacking Attack
In the time-jacking attack [30, 31], the attacker brings inaccuracy in the timestamps 
by fake median time to the peer nodes. The attacker may also plant fake nodes for this 
purpose. This will either lead to abrupt increase or decrease in the timers of the peer 
nodes. A classic kind of attack involves making the timer of the victim node the slowest 
by increasing the timers of co-peers. The maximum duration by which the victim can 
be made to lag is 140 minutes. Acceptance of any blockchain depends on the network 
time; so by altering the timestamps, the attacker confuses the peer nodes. The victim 
nodes then start mining on an older blockchain fork which is already discarded by the 
rest of the network, thus wasting their time and computation power. This leads to a lag 
in confirmation rates of bitcoin transactions and the nodes may have to wait for more 
than 6 minutes to entrust that the transaction just validated is not going to roll back. 

3.6 Sybil Attack 
In Sybil attack [32, 34], the malicious node compromises a part of the network by 
forming a group of dummy nodes. Their motive is to partition the victim node from 
the bitcoin network and isolate it so that all the transactions of the victim node are 
blocked from entering the public blockchain. This is achieved by collaboration in 
timing attack which leads to higher time in performing the encryption process, thus 
delaying confirmation of the victim’s transactions. The input of the victim’s transaction 
stands waiting in the network for validation which increases the vulnerability of these 
inputs being used for double spending attack [35]. 

3.7 Eclipse Attack
In eclipse attack [33], the attacker possesses multiple IP addresses to perform spoofing. 
The victim is selected by the attacker, after which, all the IP address the victim node 
tries to contact, are diverted to the attacker’s IP address, thus blocking the nodes which 
the victim wishes to connect to. Eclipse attack is further classified into two kinds—
infrastructure attacks and botnet attacks. Infrastructure attack takes place on Internet 
Service Provider (ISP), which is forced to manipulate the addresses of multiple bitcoin 
client nodes. In botnet attack, the attacker manipulates the address of a specific range, 
like private IP addresses affect the peers connected in that private network. This 
attack is performed by an army of botnets, which work on the instructions of the 
attacker. After a new block is mined, the information about this newly mined block is 
broadcasted in the bitcoin network. This information is shared at set intervals of time. 
The attacker in the tampering attack [36] delays the propagation of this broadcasted 
information by congesting the network route and by overloading the client node by 
sending multiple requests.

3.8 Double Spending Attacks 
Double spending attack [14] means spending of the same bitcoin for two different 
transactions. In the bitcoin network, it is the function of the miners at work to verify 
and process the transactions in the network. They must ensure that only unspent coins 
are referred as inputs in any transaction. This is achieved by distributed time-stamping 
and distributed Byzantine consensus protocol. For example, Alice creates a transaction 
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Tx directed towards Bob at time t1 using her bitcoins Balice. Alice broadcasts this 
transaction in the bitcoin network. Then at time t2 which is almost parallel to t1, 
Alice creates another transaction Ty using the bitcoins Balice again. This time is directed 
towards a wallet address, which is already owned by her. Alice will be successful in 
using the same bitcoins twice if Bob accepts transaction Tx and provides the goods 
or services because Bob is at the risk of being unable to redeem those bitcoins. In the 
bitcoin network, it is the dynamic responsibility of miners to ensure that only unspent 
bitcoins are used in any transaction. When any miner X will receive two transactions 
having same bitcoins in the input script, then miner X must verify only one of them, 
hence rejecting the other. 

Even after strict ordering in bitcoin transactions and proof-of-work, the bitcoin 
environment remains vulnerable to double-spending attack. Double-spending attack is 
successful only when the following four conditions are fulfilled consecutively. Firstly, 
when a part of the miners in the bitcoin network approves of Alice’s transaction Tx 
and Bob receives the approval confirmation after which Bob releases his products and 
services, later realising the roll back of approved transaction. Secondly, simultaneously 
the remaining part of the miners in the bitcoin network approve of the transaction Ty, 
thus forking the existing blockchain. Thirdly, Bob receives the approval confirmation 
of transaction Ty after he has shipped the product or services to Alice. Lastly, more that 
50 per cent of the bitcoin miners must start mining on the blockchain which accepted 
Ty as the valid transaction. If all these conditions are met, then Alice will be successful 
in using the same set of bitcoins twice for different goods and services. Double-
spending attack takes place with varying levels of difficulties and complexities which 
can be divided into six sub-categories as shown in the Fig. 3.

3.9 Finney Attack
In finney attack [37], Alice beforehand mines the block having Ty transaction. Alice 
then creates the transaction Tx directed towards Bob, using the same bitcoins Balice. 
Alice keeps the pre-mined block private and does not broadcast it to the bitcoin 
network. Alice waits until the miners accept her transaction Tx and declare it valid. 
Bob, on getting the validity confirmation of transaction Tx from the network miners, 
releases the goods and services. When Alice receives the goods and services from 
Bob, she then broadcasts her pre-mined block into the network, creating a fork in the 
blockchain which is of equal length. If the majority of bitcoin miners start working 
on this newly-created forked blockchain, then Alice will be successful in making the 
transaction Ty valid and Tx invalid because, according to bitcoin protocol, the miners 
will work on the longest blockchain when a fork arises.

This creates a race condition between the two blockchain forks and Alice, on 
winning the race, will end up getting the bitcoins back to wallet address. To avoid this 
race condition, Bob should have waited for multiple confirmations from the bitcoin 
miners before releasing his goods but that will only make the attack harder for Alice 
and not finish its possibilities.

3.10 Brute-force Attack
In the brute-force attack [38], the attacker is one step ahead. Here the attacker Alice 
controls x nodes in the bitcoin network which work together to pre-mine n blocks 
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on the newly forked blockchain. These n blocks are not broadcasted in the bitcoin 
network. To prevent the Finney attack, if Bob waits for n confirmations, then Alice 
will be able to provide him with n confirmations on releasing these pre-mined blocks. 
On doing this, Alice’s forked blockchain becomes the longer one and the miners make 
a shift to Alice’s blockchain, making her successful in double-spending attack.

3.11 Vector-76 Attack
Another form of double-spending attack occurs in the case of bitcoin exchanges. It 
is known as vector-76 attack [39]. In this attack, Alice pre-mines the block having 
the transaction of bitcoin deposit in the bitcoin exchange. When the next block 
confirmation information is flooded in the network, then Alice releases its pre-
mined block in the network along with another mined block which comprises the 
transaction of the withdrawal of the deposited bitcoins. This increases the length of 
Alice’s forked blockchain by one block. Abiding by the bitcoin protocol, the network 
miners then consider the longest chain as the valid branch and start mining on Alice’s 
forked blockchain. Due to this, the deposit transaction is rolled back and withdrawal 
transaction is validated, leading to the loss of bitcoins from the bitcoin exchange. 

3.12 Balance Attack
Another kind of double-spending attack known as balance attack [40] exploits the 
proof of work feature of the bitcoin protocol. Its basis is that if the miner is able to 
generate the proof of work at a faster speed than the fellow miners, then its probability 
of success in double-spending increases multiplefolds. This will be possible if the 
miner has additional computing power which helps him to solve the proof-of-work 
at a faster rate. In balance attack, Alice will try to delay the network communication 
among the mining groups. The success of balance attack depends not only on the delay 
generated, but also on how much of the computing power relies with Alice. 

3.13  Goldfinger Attack
The last kind of double-spending attack is the goldfinger attack, also renowned as  
51 per cent attack. It is a theoretical attack which, if successfully executed, will lead 
to instability in bitcoin system. This may take place in worst-case scenario when 
more than 50 per cent of the computing power will reside with a single miner or 
mining pool. Below is the graph showing the relationship between the number of 
confirmations, computing power and double spending.

Fig. 4: Graph showing double spending dependencies.
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3.14 Mining Pool Attacks
The next category of cyber attacks in bitcoin system is the mining pool attacks [62]. 
Bitcoin miners clubbed together their resources to increase their computing hash 
power, which will directly lower the verification time of the set of transactions they 
choose to put in their proposed block. Lately, the research area of mining strategies 
has gained a lot of attention. Mining pool attacks can be broadly classified into two 
kinds—internal and external. In the internal attacks, the miners of the pool become 
dishonest and try to take more of the fair share of rewards in the transaction fees. In 
some of the internal attacks, the dishonest miners disrupt the working of the pool by 
keeping them away from successfully generating the next block in the blockchain, 
while in the external mining pool attacks, the in-pool miners are not involved. They 
are performed by external miners, who take undue advantage of their higher hash 
power to initiate the double-spending attack. Researchers have used a game-theoretic 
approach for showing instances of selfish mining attacks in which the correct block is 
discarded by a majority of miners in the bitcoin network. 

It is a fact that every participating miner in the bitcoin network is there for 
the purpose of gaining rewards only, but they do this in an honest and fair manner 
without harming the co-miners. But in selfish mining attacks, the dishonest miners 
purposefully hide the information of the block they have already mined successfully. 
Their purpose is dual-fold. First, they want an unfair share of rewards won by the 
mining pool. This means that the reward, instead of being distributed according to the 
mining work done by individual miner, gets unfairly distributed. The dishonest miner 
gets a share more than the computing power he spent on mining. The second purpose 
of these dishonest miners is to confuse the co-miners, leading to their resources being 
expended on the wrong blockchain. 

To understand this better, let us assume Alice is the dishonest miner of the mining 
pool. Alice has kept the information of the pre-mined block with herself. She then 
keeps on mining on her private blockchain. She releases her private blockchain in 
the mining pool only when her private blockchain exceeds the length of the public 
blockchain the rest of the pool is mining on. This creates a fork in the blockchain. 
Then as a rule of the bitcoin protocol, all of the miners need to switch on the longest 
chain which is Alice’s newly broadcasted blockchain. Doing this, the rewards given 
to the honest miners on adding block to the previous blockchain are taken back by the 
mining pool manager, thus leading to wastage of the time, power and money of the 
honest miners. The attack gets stronger if Alice is able to make her own dishonest sub-
pool in the mining pool by collaborating with other dishonest co-miners which may 
further lead to 51 per cent attack. 

3.15 Pool-hopping Attack
The next mining pool attack is the pool-hopping attack. In this attack, the attacker 
analyzes the mining-share entries the co-miners submit to the mining pool manager. 
At many instances, what happens is that a large number of co-miners submit their 
mining shares but the mining pool is unable to find the next block. In this case, even if 
the block is found at a later stage, then the reward is going to be distributed according 
to the mining share entries which are very large in number; so the individual share 
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will be negligible. In such cases, the attacker dynamically switches his pool or starts 
mining independently. 

3.16 Block-withholding Attack
Another mining pool attack is called the block-withholding attack [41, 42] in which 
the attacker never broadcasts the block mined by him. It can be of two types—sabotage 
attack and lie-in-wait attack. In sabotage attack, the purpose of the attacker is not to 
gain the rewards, but to make the co-miners lose the rewards. In lie-in-wait attack, the 
attacker’s purpose is to gain the rewards by intentionally concealing the pre-mined 
block, as in selfish mining. The lie-in-wait attack is not economically viable in short 
duration but it can do enormous damages in the long run, leading to mining pools 
losing a lot of money in a few months. The next attack a mining pool is vulnerable to 
is ‘bribery attack’. In this attack, the attacker bribes and lures the co-miner to share 
their computing resources with the attacker, who might end up gaining control of the 
majority of resources in the mining pool. Although the duration for which the attacker 
owns the majority of computing power is less, but it is a threat to the reward gains of 
the mining pool. 

4. Security and Privacy Issues in Bitcoin Protocol

With increasing computational power and advancing cryptanalysis techniques, the 
cryptographic primitives are at risk of being broken [46]. These primitives weaken 
over time and rarely undergo abrupt breakage. Although some of the attacks discussed 
below are theoretical [47], but it is crucial to anticipate their impact so that rigorous 
contingency plans can be put in place. The flowchart shows the process which bitcoin 
protocol follows to verify the cryptographic primitives of the next proposed block. Due 
to variations in mining activities, network delays and presence of dishonest miners, 
the correct state of the blockchain gets disputed, leading to a fork in the blockchain. 
To prevent forking, checkpoints are introduced in the blockchain so when a dispute 
arises, the blockchain is reset to the last checkpoint. These checkpoint entries begin 
from the first block in the blockchain, called the genesis block. This way consensus  
is maintained among the miners, who then continue to mine only the longest  
blockchain [48]. 

But these kinds of temporary forks increase the potential of the double-spending 
attack to occur. In simple language, double spending occurs when the attacker firstly 
credits the bitcoins from his wallet in return of services. Then he reorganizes the 
transaction ledger in such a way that the initial amount which credited, is debited 
allowing him to use them in some other transaction. Technically, the adversary 
attempts to exploit this temporary split in the network. In this attack, the adversary 
places two different transactions with same input script in two different branches of 
the blockchain. This is prevented only when the consensus is reached and one of 
the branches is chosen as the valid branch. For this, the receiver must wait for many 
confirmation blocks before committing. Satoshi Nakamoto has explained that the 
bitcoin system has the ability to withstand the double-spending attack if the receiver 
waits for the sender’s transaction to advance ahead in the blockchain by some N blocks. 
Then, the probability of the sender being able to reorganize the public blockchain 
drops exponentially by a factor of N.
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Another major security issue in the bitcoin system is when more than half of the 
computational power resides with a single miner. This led to instability in the system 
and the chances of this kind of attack increased manifold after the concept of mining 
pools was introduced. In a mining pool, a group of miners is created to collaborate 
and work together to find the nonce value. The mining rewards are then distributed in 
proportion to the work done by each member miner. Once a transaction is verified, the 
accepted block details flood across the network. There is no need for all the nodes to 
download the full blockchain at its end; they can just download the block headers of 
the corresponding Merkle tree and become lightweight clients, which follow Simple 
Payment Verification (SPV). Over the time new updates and security enhancements 
are made in the bitcoin protocol by the bitcoin community, by forking the blockchain. 
When this fork is backward-compatible with the previous version of the protocol, then 
it is known as a ‘soft fork’. It is less strict as not all the nodes need to upgrade to the 
latest version. When this fork is not backward-compatible, then it is known as ‘hard 
fork’. In case of a hard fork, all the nodes need to upgrade to the latest version in order 
to participate because the new transactions are rejected by the previous version of the 
bitcoin protocol.

4.1 Hashing 
Hashing in bitcoin is done at two places [49, 50]. Primary hash function has a 256-
bit output and the secondary has a 160-bit output. Primary hash function has three 
functions. Firstly, it is the hash which is used by miners to generate PoW. Secondly, it 
is used to generate the hash of transactions in a block which is then stored in Merkle 
tree. Thirdly, it is used while signing transactions with the private key. In primary hash 
function, the Secure Hash Algorithm is applied twice on the input. Secondary hash 
function is used in two scripts—P2PKH and P2SH. In secondary hash function, first 
the input is hashed with SHA-256 and then with RACE Integrity Primitives Evaluation 
Message Digest (RIPEMD-160). A robust hash function must ensure three properties 
—pre-image resistance, second pre-image resistance and collision resistance. Pre-
image resistance means even if the attacker knows the output, still it is hard to find 
the input on which hashing is done. Second pre-image resistance means that given 

Fig. 5: Bitcoin cryptographic primitives.
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an input and a hash equal to its hash, it is impossible to find a different input value. 
Collision resistance means that it is computationally infeasible to find two different 
inputs whose hash is same. 

For attacking collision and second pre-image resistance property only one of the 
hashes, either primary or secondary needs are to be revealed whereas for attacking the 
pre-image resistance property, both the hashes need to be known to the attacker. When 
the hash breakage leads to compromised collision resistance of the primary hash, then 
the bitcoins are stolen and destroyed. And when collision resistance of the secondary 
hash is compromised, then the transaction is repudiated. The compromised second 
pre-image resistance property leads to double spending and compromised pre-image 
property uncovers the user addresses and leads to complete failure of the blockchain.

4.2 Digital Signature Scheme
Digital signature scheme used by the bitcoin protocol is Elliptical Curve Digital 
Signature Algorithm (ECDSA) [51, 52] using secp256k1 parameters. It is used in 
signing the primary hash value. When a signature scheme is broken, it will lead to 
transaction malleability attacks. In this attack, the attacker is able to encode the same 
transaction in multiple ways without validating the signature. The three parameters 
to measure the robustness of the digital signature scheme are—unforgeability, 
integrity and non-repudiation. Unforgeability means that without knowing the secret 
key, it is impossible to generate the signature. When the unforgeability property is 
compromised, then it leads to four kinds of breakage—total break, universal forgery, 
selective forgery and existential forgery. Universal forgery enables the attacker to forge 
all the messages. Selective forgery enables the attacker only to forge some messages 
of his choice. This risks the bitcoin wallets and the attackers are able to drain them.

Existential forgery is the ability of the attacker to generate a valid signature for 
a new message, but this is not effective because the new message may not be a valid 
message. A valid message is the hash of a valid transaction. Integrity ensures that 
the signature is bound to one transaction and cannot be concatenated to another. 
When the integrity is compromised, then the claimed payment is not received. It is 
of two types—collision integrity and second pre-image integrity. Collision integrity 
is compromised when the attacker knows that which public key is used to generate 
the transaction, he is able to forge a valid signature for another transaction. Second 
pre-image integrity is compromised when the attacker knows the public key and the 
message generated by it, the attacker generates a parallel new transaction for which 
the same signature is valid. 

Non-repudiation is a proof of all the nodes regarding the actual owner of the 
bitcoins being transferred. Non-repudiation can only be compromised when the 
secondary hash is broken. These properties are interdependent and breakage in one 

Fig. 6: Conventional privacy model.
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leads to breakage in others. These two figures explain the conventional privacy model 
and bitcoin privacy model. In any conventional method of exchanging money, like in a 
bank, the sender does not send it directly to the receiver. There is always an intermediary 
authority between the sender and the receiver. The details and information, on who 
is sending how much money to whom, lies only with the trusted authority and is not 
accessible to public. This ensures pseudo privacy because the sharing of personal 
information is dependent on the trusted bank.

In the second figure, the privacy model of bitcoin is shown. In the bitcoin system, 
all the transactions are in the public domain as public blockchain but still full privacy 
is ensured. This happens because all the entities communicate, using their public keys 
and mapping of these public keys to real world entities is a computationally infeasible 
task. This makes the real world entities anonymous. So, although the attacker can 
gain information like how many bitcoins are transferred at what time, but the linking 
of transactions to any parties is not possible because the real identities remain in the 
hidden domain. A new public key is used for every new transaction, making the trace 
back harder.

4.3 Theft in Bitcoin Exchanges
Bitcoins are prone to theft in bitcoin exchanges. Some mining applications, which 
miner partners use for collective mining in a mining pool, are malicious as they are 
compromised by the hacker’s distributed corrupt code. An example of such malicious 
act can be traced back to 2013, when the Skype video call application was held 
responsible for spreading the Trojan Horse virus. It started with India due to poor 
cyber security and then it went on to infect Western countries. A malicious program 
was embedded in the Skype messages exchanged, so that whenever the victim clicked 
on that message, the linked program was executed, making the machine a bitcoin 
miner, which led to overloaded sloth CPUs. The attacker was rewarded bitcoins in 
proportion to the decreased CPU throughput. The processing power of individual PCs 
was exploited to mine more bitcoins, leading to crash of the user PCs. Bitcoin mining 
viruses have been accused of stealing bank details by installing Zeus in the backend. 
They have been accused of converting PCs into botnets by installing Andromeda. 
Bitcoin wallet malwares [53] have been found attacking the user’s browser, which 
then uncontrollably clicks on the link of the corrupt Website, which generates income 
for them for the clicks. Almost 2 million computers were infected for three days, each 
one generating 12,000 clicks a day. 

Fig. 7: Bitcoin privacy model.
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4.4 Extortion of Money from Bitcoin Wallets
Extortion of money is done by hackers by extorting the bitcoin wallet of the user. 
Online gaming was one of the first industries to accept payments in the form of digital 
cash transactions. Game accounts contain points, which are extorted by hackers by 
spreading malicious files having gaming account-extortion function. Similar file 
versions have been found executing bitcoin account extortion function to extort 
bitcoin exchanges in Korea. Malicious code was distributed by trapping the user by 
downloading an image file that never existed in reality. So, instead of image file that 
the user is looking for, he becomes a victim and ends up downloading the malicious 
program.

Bitcoin exchanges have also been the victims of Distributed Denial of Service 
(DDoS) attacks [54]. They are lucrative attack options because of the amount of 
currency exchange they cater to. In DDoS attack, the attacker’s main motive is to 
disrupt the services offered by a server by overloading its bandwidth and exhausting 
its resources. The attacker exploits the vulnerabilities in the system. The compromised 
systems then are controlled by the attacker himself to expand its army of zombie 
machines. The compromised machine acts as a master which then further exploits the 
vulnerabilities in other systems to gain control over. All these form the slave machines, 
which act on the commands of the master machine, which acts on the commands 
of the attacker to launch attack against the victim machine. The victim machine is 
flooded with multiple requests of malicious packets. 

BTC China, a famous bitcoin exchange, became a victim of large-scale DDoS 
attack in 2014. It was a SYN flood attack, which lasted for nine hours and traffic level 
went up to 100 gigabit. Instead of an army of zombie machines, a network of multiple 
compromised servers was used to initiate the DDoS attack. Similarly, Bitstamp and 
BTC-e bitcoin exchanges also became the victims of DDoS attack in 2014 when 
transactions had to be suspended for 48 hours at the cost of incurring huge losses.

5. Taxonomy of Defense Mechanisms for Bitcoin Security

Increasing popularity of bitcoin cryptocurrency has attracted many users to it. For a 
user to participate in the bitcoin system, he must have a bitcoin wallet which operates 

Fig. 8: DDoS attack scenario. 

ATTACKER

MASTERS

SLAVES

VICTIM



226 Machine Learning for Computer and Cyber Security

as the bitcoin client node. For secure transactions, proper key-management strategies 
[44] must be adopted for public-private bitcoin wallet keys. This is of utmost 
importance because if once the user forgets or misplaces these keys, then the bitcoin 
associated with them are also lost. A compromise on the confidentiality of these keys 
is called ‘wallet theft’ which is caused by using compromised wallet software. Bitcoin 
protocol uses Elliptical Curve Digital Signature Algorithm (ECDSA) [45] to secure 
the transactions by digitally signing them. A different private key is used for every 
new transaction to keep the things very random and dynamic. For stealing bitcoins, the 
attackers aim at breaking the hash value and the signature scheme. So we can say that 
unlike traditional currency systems, bitcoin makes use of public-key cryptography to 
ensure security. This draws attention to safe storage and management of these keys.

Users have a variety of wallet options to choose from, like hot wallets, cold wallets, 
paper wallets and brain wallets. Nowadays almost all the online wallets have mobile 
apps which allow easy access to the users. Although hot wallets are more prone to 
cyber hacks, but the cold wallets are not of much usability. The more advanced wallets 
are paper wallets in which the private key is written and stored in a physically secure 
space. Brain wallets are also used which makes use of the user’s memory and the key 
is remembered by the user in the form of a phrase or a sentence. 

The biggest bitcoin exchange ever, Mt. Gox was hacked causing a loss of bicoins 
worth 450 million dollars. After this incident, people lost trust in bitcoin exchanges 
and started keeping the bitcoins in their wallets. A technique named ‘provisions’ is 
adopted by most of the bitcoin exchanges in which the exchanges have to show their 
input transaction list to ensure that they have enough currency to pay back customers 
bitcoins. This is similar to the traditional banks which have to maintain a reserve 
balance amount in their treasure. There is nobody to govern the security of bitcoin 
exchanges, so the users are themselves responsible for their missing bitcoins. Security 
loopholes in the user’s PC makes the personal information vulnerable to extortion 
threats; so safeguarding the user’s bitcoin wallet is important. Users must ensure that 
they are using the latest version of the bitcoin wallet software. The recent version 
comes with the security patches of new malwares. The backup of the bitcoin wallet 
must be stored frequently as an encrypted file in external storage.

The bitcoin wallets can be divided into two categories—cold wallets and hot 
wallets. Cold wallets are offline wallets; hot wallets are online wallets. Users have 
both of them [55]. It’s like one keeping the majority of one’s money is savings account 

 Fig. 9: Hardware wallet [63].
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and only a limited amount in current account for making purchases. In a similar 
manner, the majority of one’s bitcoins are stored in cold wallets, where the hackers 
cannot access them. The hot wallets are more vulnerable to security breaches due to 
their continuous connectivity to the internet. But the bitcoin users are suggested to 
keep only limited amounts of money in their hot wallet because then the hacker is not 
keen on wasting resources to get hold of a small amount of money. Bitcoin exchanges 
fall in the category of hot wallets because in that case, the bitcoins are stored in their 
servers. Although intensive security practices are ensured in exchanges [56], still it is 
not advisable to store all your bitcoin collection in there due to the unceasing risks of 
zero day attacks. 

Another kind of hot wallet in use is the desktop wallet. The difference is that in 
desktop wallets the private key is not stored at the server of the bitcoin exchange; 
instead. it is stored on the owner’s PC. But the bitcoins are still vulnerable if the hacker 
is able to compromise the owner’s system. There are different cold wallets available, 
the most common being the hardware wallets. These are hacker-proof physical 
devices that are connected to the PC only at the time of making a transaction. To 
protect the private key from getting exposed, it is stored in an analog medium, instead 
of electronic one. If the bitcoin user wants to use only hot wallets, then he must ensure 
that he uses an application which has been time-tested by the peer users and makes 
sure that the password set is complex and long enough. It should be a combination of 
numbers, characters and special symbols. And one must refrain from using generic 
details like address, phone number and registration numbers as passwords.

While in some countries use of bitcoins is free and legal, in some others, it is a 
banned currency. If we talk about India, then although not illegal, it is not one of the 
regularised currencies because of which, users refrain from making transactions using 
bitcoins. For the transactions to take place from a bitcoin wallet, user authorization is 
required. Figure 10 shows different authentication methods by which the bitcoin-owner 
approves of the financial transaction. Each one of them can be used independently as 

Fig. 10: User authentication methods for e-financial transactions.
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well as in combination with one another. When used independently, then it is called 
‘single-factor authorization’. When a combination of two techniques, like login id 
password and one-time password, are needed to approve a transaction, then it is called 
‘two-factor authentication’. Similarly, when more than two factors are required, then 
it becomes multi-level authentication [57].  

5.1 Biometric Technology
Application of biometric technology in the security and surveillance field is increasing 
day by day. Its increased use can also be seen in internet banking, smartphones, cloud 
computing and e-commerce. Biometric [57, 58] comprises of two words—bio and 
metric. ‘Bio’ means life and ‘metric’ means to measure. Biometric system takes into 
account intrinsic behavioral and physiological traits of an individual. This includes 
DNA, iris recognition, fingerprint, face recognition and heartbeat recognition. A 
statistical analysis of these features is done by the biometric system and a match is 
declared only when the stored data and the input data match sufficiently. Voiceprints 
are a new addition wherein the characteristics of the air expelled while speaking is 
taken into account. There are many advantages of biometric systems over traditional 
authentication techniques, like pin, passwords, keys and cards. 

The main advantage is that it biologically belongs to one person only, so it cannot 
be easily compromised. It is user-friendly and takes away the burden of remembering 
PIN and passwords. Although the initial cost of setting up the biometric system is 
high, but due to simplified user management, the biometric system helps in cost saving 
in the long run. Also the speed of finding a positive match from a large collection of 
data is handled by fast computers running on established algorithms, like image-based 
algorithms and minutiae-based algorithm. Biometric system can be integrated with 
existing access control systems to enhance the security levels.

5.2 Hardware Security Module
Hardware Security Module (HSM) is a tamper-resistant device which is used to 
store, process and manage the cryptographic keys [59]. Its main responsibility is to 
protect these stored keys. The processing of keys involves encryption, decryption, 
authentication and generation of digital signatures. They are customizable according 
to the application’s requirement. Nowadays, there is a provision of crypto hypervisors 
which provide on-demand cryptographic services, using cloud environment.

One-Time Password (OTP) [60] is another hardware-based solution in which the 
user needs to enter a password, which is newly generated every time the user tries 
to log in the account. This prevents identity theft as the generated password cannot 
be used for a second time. Although OTP is a convenient method to ensure strong 
authentication, it is prone to cyber attacks, like phishing, man-in-the middle attack and 
keyboard logging. OTP is generated using grid cards and transaction numbers lists. 
Although this method is cheap, but it is slow as well. A faster way is to generate OTP, 
using a hardware device. Nowadays microprocessor-based smart cards are used for 
generating the OTP. They have the advantages of more processing power, portability 
and data storage. 
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5.3 Knowledge-based Techniques
A Personal Identification Number (PIN) is a code used to verify the identity of a user. 
Unlike passwords, it comprises only of numeric characters. In the earlier days, PIN 
was only used for transactions in Automated Teller Machine (ATM), but now its use 
has expanded to unlocking doors and smartphones. The user should avoid using PIN 
in series, like 1234,0000 and should also refrain from using generic information, like 
date of birth, vehicle number, as PIN. Longer PIN is more robust as the attacker needs 
to try more permutations and combinations to crack the PIN. Remembering many 
PINs for different cards is a tiresome job for the user, so here the role of password 
managers comes in. They store the records of the account and its corresponding PIN. 
There are many innovative ways to create PIN, like picking up numeric base against 
alphabets; for example, bitcoin will translate to 2920315914. 

5.4 Public-key Infrastructure 
Some smart security cards employ Public-Key Infrastructure (PKI) [61] for 
strong authentication capabilities, so it is a combination of all three-hardware- 
based, knowledge-based and software-based techniques as shown in Fig. 10. PKI 
is a software-based authentication method used in e-financial transactions. The 
management and distribution of the keys used to perform encryption, decryption of 
bitcoin addresses and digital signatures of the bitcoin client are handled by PKI. It 
distributes accredited certificates to the participating nodes, which identify them as 
the bonfires of the bitcoin being transferred. Each issue comprises of an electronic 
fingerprint. 

PKI has two parts—certificate authority and registration authority. Certificate 
authority has to issue accredited digital certificates in sync with the PKI framework. It 
checks the background of the applicant to prevent any fraud. The certificate authority 
signs the certificate with its private key and gives its public key to the entity which 
wants to be certified. Registration authority works as the subordinate certifying 
authority. A certificate database is maintained which saves all the certificate requests, 
issued and cancelled certificates. PKI is widely used in smart card logins, Enterprise 
Resource Planning (ERP) and for client authentication in Secure Socket Layer (SSL). 
It is based on the concept of the chain of trust model, which is a centralized model 
and requires a governing body, but decentralized working is the main characteristic of 
the bitcoin system. So PKI used in here is based on a decentralized trust model called 
‘Web of trust model’ instead of chain of trust model.

6. Conclusion

Since the advent of bitcoin in 2008, its monetary value has seen many surges, sometimes 
skyrocketing and at time crashing. The bitcoin system is vulnerable to many threats 
as proven by multiple instances of security breaches over time. The system has been 
under DDoS attack, the personal wallets and the exchanges have been hacked. Due 
to anonymity of users and public availability of the blockchain, it has been widely 
used in illegal activities, such as drug trafficking and money laundering. However, 
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the importance of digital currencies cannot be ruled out in this era of internet. Till 
now there is no systematic procedure or security model to ensure the safety of digital 
currencies, but a minimum of two-level authentication process is suggested. 
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1. Introduction

Cancer research has evolved over the past decade and most of the advances are attributed 
to technological innovations and inventions in both medical and biotechnological 
fields. Of the many challenges of achieving cancer treatment and reducing mortality 
rate, screening at an early stage and identifying the type of cancer has stood out as a 
barrier to early prediction and administration of treatment. Besides the technologies, 
researchers have developed and used different strategies for achieving early cancer 
prediction. However, these advances have led to the collection, aggregation and 
storage of a large volume of data and the development has made the concept of big 
data and the need for better analytics more urgent. Even though an enormous amounts 
of data are available to the community, predicting the outcome for diseases accurately 
is one of the most interesting and challenging tasks for both researchers and medical 
practitioners [1]. It was in the pursuit of accurate health outcome prediction that cancer 
researchers resorted to machine-learning techniques. Machine-learning algorithms 
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can detect patterns and relationships hidden in complex data but most importantly, the 
techniques have proven effective in predicting the outcome of the disease.

This chapter focuses on how machine-learning algorithms can be used in early 
detection of cancer. The analysis and subsequent inferences are based on survey 
data. The idea that lung cancer can be detected without exposure to radiation is one 
that provides a solution to some of the problems that arise from radiation exposure. 
Nonetheless, the focus is on finding a solution to the persistent problem of detecting 
cancer at very advanced stages.

According to [2], cancer remains a leading public health problem globally and the 
second leading cause of mortality in the U.S. The researcher made estimations and 
computations on the number of deaths averted, including the major risks factors. The 
analysis relied on mortality data that was collected over a period spanning 1930–2015 
and of interest are the projections and conclusions made about the disease in 2018. 
The study established that over 1,735,350 cases of invasive cancer are expected to 
affect Americans and the number is much higher on a global scale. The results of 
the modeling exercise also established that about 609,640 Americans will lose their 
lives because of cancer in 2018. In their conclusions, the researchers established that 
cancer vulnerability was dependent on race and age among other critical factors, such 
as access to high-quality health care. It is, therefore, imperative to develop or adopt 
alternative factors when considering early cancer detection and its importance in 
reducing cancer-incidence rates and mortality.

The survey data used in the analysis is part of a continually growing online data 
and its usage meets the requirement for big data. Big data refers to a large dataset that 
can analyze, using advanced visual analytics and other programmable languages, and 
reveal hidden patterns, trends and association. Of great concern are security of the data 
and the systems that store them.

1.1 Cyber Security and Data-related Security
The advent of industry 4.0 and its concepts introduced technologies, such as cloud 
storage and other internet-based technologies that have exposed data to innumerable 
threats, especially given the exposure that comes with the internet of things [3]. The 
continued adoption and use of big data and all other related cloud technologies and 
other concepts have increased the risk of sensitive data. Therefore, it is pertinent to 
consider computer security for systems that collect and store data. Most organizations, 
including health institutions, are collecting, collating, aggregating and storing digital 
data and most of which are sensitive since they consist of medical and other socio-
economic data. 

Of grave concern is the increasing number of advanced and persistent attacks. 
Organizations, healthcare facility included, have an obligation to revisit their cyber-
security threats and move towards the Prevent, Detect and Respond (PRD) paradigm 
[4]. In the context of the CIA triad, improved detection is the ultimate technique for 
identifying anomalies or strange patterns in systems. The CID triad is a data-security 
concept that deals with confidentiality, integrity and availability of data [5]. The 
confidentiality axiom of the triad focuses on ensuring the privacy of the data that 
entails all the measures that restrict access to sensitive information. Most organizations 
use different encryption technologies to protect their data. Most of the commonly used 
methods include passwords with an overlay of two-factor verification, security tokens 



Machine learning for Detection of Lung Cancer 235

and biometric verification among others [5]. The other axiom of the triad—integrity 
ensures that the data is consistent, accurate and trustworthy and as such, focuses on 
protection of data during transit. That is, the organization must ensure data cannot be 
intercepted by man-in-the-middle or man-in-the-browser attackers. The dataset must 
have a mechanism of verification, including checksums and proper backups may be 
required to restore any affected files. Finally, availability involves maintenance of data 
storage hardware and software to ensure that the system does not have unnecessary 
downtimes. The hardware must perform at set standards and the supporting software 
and operating systems must function correctly and without any conflicts. To ensure 
availability of data, it is recommended that organizations adopt extra security, 
including firewalls and proxies to protect the system against malicious attacks. 

The big data technology alongside machine-learning algorithms has proven crucial 
in attack detection and prevention. However, big data is also posing a challenge to the 
CIA triad because of the volume of data that needs protection, and not all the data 
sources or platforms have the required security features provided in their systems. For 
instance, the survey data used in the study were retrieved from Data World Website. 
The platform provides datasets for different applications and some of them are meant 
for financial analysis. In most cases, sensitive information or attributes in the financial 
data are removed for security purposes and the practices are quite derailing for some 
specific machine-learning applications. Nonetheless, Data World uses socket security 
layer that verifies the identity of the remote computer accessing the data. The platform 
is an example of a system that implements an encipherment to ensure confidentiality 
of the data [6]. In specific, the system uses a digital signature to verify the identity 
of the downloaded file. Despite these features, the integrity of the survey data is also 
dependent on the practices and precautions that the data contributor adheres to during 
collection. The debate on the security of the data and its system of storage is a sensitive 
one because information has proven to be a goldmine for attackers. Most importantly, 
the internal consistency and validity of studies are dependent on the consistency of 
the data. 

As far as health data security is concerned, there are many methods of ensuring 
protection and hence, the confidentiality and integrity of the data. Some of the 
emerging techniques for encrypting images include a four-image encryption technique 
that relies on a quaternion Fresnel transforms [7]. The technique also uses a 2D-based 
logistic-adjusted-sine map and it is one of the unique image encryption methods.

1.2 Novelty and Research Contributions
It is pertinent to reiterate that not all countries or regions, both political and economic, 
have access to high-quality cancer care. In fact, most people from regions, considered 
as either average or poor but opulent, always seek treatment in the U.S. and India and 
other places with advanced treatments for cancer. Most importantly, a majority of 
the recent studies have established that there is a growing trend in attempts to assess 
cancer risks and predict recurrences, using machine-learning techniques [2, 8, 9]. The 
authors of these papers focused on how to predict the redevelopment of cancer after 
discharge from hospital using machine-learning algorithms and ascertained that the 
techniques are more accurate than the alternative statistical techniques. Further, these 
studies relied on clinical and molecular data to make the prediction, and arguably, 
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they depended on information that would otherwise not help predict cancer in its early 
stages. 

In this study, machine-learning techniques, which have been generalized to be more 
accurate than alternative statistical analysis, will be used to study cancer-susceptibility 
factors and their contribution to cancer incidences and rates. Of the available cancer 
prediction studies, most of them used genetic epidemiology to study susceptibility for 
different factors and the genetic epidemiology data have been extensively discussed 
to limitations, when it comes to early detection and prediction of cancer. Furthermore, 
most of the studies have used artificial neural network, support vector machine, 
decision tree and Bayes Network to predict susceptibility and recurrence of data. In 
this study, 12 machine-learning algorithms are implemented and their performance 
compared to establish the best-performing ones. Additionally, the learning task uses a 
prognosis survey data with lung cancer predisposing factors, such as smoking, alcohol 
consumption, age and gender. The approach used in the study blends lung cancer 
predisposing factors with symptoms of the disease including yellow fingers, anxiety, 
fatigue and chest pain. The information that the study provides can help identify lung 
cancer at its early stage because it combines both the symptoms and predisposing 
factors to develop models that can detect or project the probability of the individual 
having cancer or not. 

2. Literature Review

A number of studies have been conducted to focus on early detection of several types 
of cancer. However, there are studies that focus on early detection and prediction of 
lung cancer. For instance, in [10], the probability of predicting lung cancer using MRI 
images has been explored. The researchers identified pain, breathlessness, cough, 
fatigue and weight loss as the symptoms of lung cancer and attributed the disease 
to nicotine, inhalation of toxic gases, genetic mutations and passive smoking. The 
system that these scientists designed is meant to detect lung cancer at the initial stages, 
although the authors acknowledged that detecting lung cancer in its first or second 
stage is quite challenging. The researcher proposed that MRI images can be used 
as the input data because the effect or influence of radiation is less lethal on MRI 
scans. The proposed framework consists of preprocessing, segmentation, extraction 
of the feature and comparison. The comparison is done using neural nets and other 
data-mining algorithms applicable in image analysis and the model should predict 
future incidences of cancer-based on the images. Consequently, individuals can go 
for MRI scans and the images can be used in predictive and personalized medicine. 
However, with the personalization of medicine and big data, security becomes an 
issue, especially when dealing with health images.

Regarding health-data security, [11] proposed a new image forgery detection 
system that verifies healthcare images to ensure their confidentiality and integrity. 
The system is based on machine-learning classifiers and it uses SVM and extreme-
learning-based algorithms as part of its multi-resolution technique. The proposed 
system applies a regression fitter on a noise map and feeds output to the classifiers. The 
noise filtering occurs at the edges of the computing resource, while the classification 
is done at the core of the computing system. The proposed system is an epitome of the 
influence of machine learning in document verification in the health sector. Imagery 
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plays a crucial role in cancer detection although most techniques are still in laboratory 
phases. [12] explored the use of machine learning in exploring high-resolution 
analysis. The researcher proposed variants of single-value decomposition algorithms, 
arguing that redundancy in images are reducing the amount of information that can 
be retrieved from the images and postulates that non-local self-similarity and low-
rank prior techniques can improve the resolution of the images. The algorithm uses a 
combination of non-local interpolation and self-similarity to enhance the images. The 
technique can also be used to detect.

The other notable trends in disease detection are the growing use of quantum 
information processing. Researchers argue that quantum information processing is 
more efficient and secure because it is based on the obscure field of quantum mechanics 
[13]. In image processing, the quantum technique relies on quantum parallelism, 
hence the efficiency and security. The other notable technologies that have been 
used to improve image analysis performance include the use of graphical processing 
units (GPUs) besides parallel programming to implement different algorithms [14]. 
The concept behind using the GPUs and parallel programming is to improve the 
computing capability and reduce the duration of processing the medical images. The 
segmentation and identification of the region of interest as discussed in the article is 
based on fuzzy c-means algorithm. [15] also used GPU-based enhancement to improve 
image processing images although the researchers used a hybrid and achieved a 
performance enhancement of up to 8.9 times without any compromises on the quality 
of the image segmentation. Despite these advances, early detection of cancer is still a 
major problem and some of the studies that addressed this matter are discussed below.

The other study of interest is that conducted by [16] because it ventured into 
early detection and prediction of lung cancer using a combination of urine trace 
element analysis and Adaptive Boosting analysis. The AdaBoost, as an ensemble 
machine-learning technique, allowed the researchers to implement an improved 
decision stump classifier and augmented it with trace element analysis. The 
researchers partitioned the dataset into testing and train set using Kennard and Stine 
(KS) algorithm. The findings of the study showed that AdaBoost achieved 100 per 
cent sensitivity with a specificity of 93.8 per cent and an augmented accuracy of  
95.1 per cent. The study concluded that AdaBoost outperforms other algorithms 
and it has better ways of handling over-fitting. Similar deductions were arrived at 
in this paper because Ada-Boost algorithm had the highest classification accuracy  
(92.6 per cent). Hence, deploying adaptive boosting in any algorithm leads to superior 
performance of the weaker algorithm. However, it is imperative to note that this study 
was limited to prognosis-survey data and could have easily undermined the influence 
of factors, such as second-hand smoking on the group characterizations. That is, the 
algorithm could have classified an incidence as positive for lung cancer despite non-
smoking status, suggesting that secondary smoking may have influenced the outcome. 
However, this study did not pay much attention to such factors.

3. Methodology

The section specifies the data used in the study, including the attributes and features 
used in learning the data. It also contains a succinct discussion on the algorithms used 
in the study, as well as the approach used in the study.
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3.1 Data Sources and Types
The study used a prognosis survey dataset that was retrieved from a secure online 
Web system https://data.world. The Web system utilizes a security protocol, such as 
the Secure Socket Layer (SSL) that is designed to ensure secure communications of 
data sharing and with it the data encrypted and decrypted as it travels, which ensure 
a secure connection with sensitive survey data as it is shared. From the system-
architecture perspective, the Web system covers all the retrieval and return of patients’ 
data on a Web browser. The Web system is built on a multi-tier architecture that 
separates different components of the system into several layers according to their 
functionalities. Each layer operates on a different system, hence, avoids a single point 
of failure and provides enhanced application and security. 

The dataset consists of 16 attributes and 309 instances, which also represent the 
number of participants in the study. The attributes are summarized in Table 1 and it 
should be noted that lung cancer attributes serve both as a predisposing factor and the 
predictand of the models.

The attributes, SOB and SD, are abbreviations for Shortness of Breath and 
Swallowing Difficulty. The Attribute Lung is both a predictand and a predisposing 
factor. All the levels of measurements are categorical with two levels, except Age. The 
Age variable is numeric and it values very high so that using the variable could have 
led to poor model performance. That is, most machine-learning algorithms, including 
Decision Tree perform best when applied to categorical variables. In the study, an 
entropy-based discretization was applied to the Age attribute and it was converted to a 

Table 1: Attribute information table and aggregation into predisposing factor and symptom groups.

Predisposing Factors Symptoms

Attribute Value Label Attribute Value Label

Gender M Male Yellow Fingers 2 Yes

F Female 1 No

Smoking 2 Yes Anxiety 2 Yes

1 No 1 No

Allergy 2 Yes Fatigue 2 Yes

1 No 1 No

Chronic 
Disease

2 Yes Wheezing 2 Yes

1 No 1 No

Peer Pressure 2 Yes Coughing 2 Yes

1 No 1 No

Alcohol 2 Yes SOB 2 Yes

1 No 1 No

Age 2 Yes SD 2 Yes

1 No 1 No

Lung Cancer 2 Yes Chest Pain 2 Yes

1 No 1 No

https://data.world
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nominal attribute like the others. The entropy equation is shown below and the choice 
of the method is based on information gained advantages [17].

 1 2
1

( ) log
m

i i
i

Entropy D p p
=

= −∑  (1)

In Eq. 1, the summation iterates from and is the number of discrete classes created 
from the observations or the classifier values. The is the probability that observation 
is a member of the class. However, the equation computes entropy for a single split 
yet the objective of the discretization is to maximize the information obtained from 
splitting the Age attribute into finite discrete classes. The entropy maximizes the 
information by attaining the least value. That is, the closure entropy is to zero the 
better is the binning and discretization of the variable, and the information gained is 
expressed as sum of the entropies as defined in Eq. 1 as follows [17]: 

 InfoAtt (D)= 
|D1|—|D|  Entropy (D1) +  

|D2|—|D|  Entropy (D2)+…+ 
|Dm|—|D|  Entropy (Dm) (2)

In Eq. 2, the left-hand side represents the information attribute while  
the right-hand side is a summation of the entropy of each of the bin (Entropy (D1), 

Entropy (D2),..., Entropy (Dm)) multiplied by their respective sizes (|D1|—|D|
  , |D2|—|D|  

,..., |Dm|—|D| ).

Hence, the information across m bins is proportional to the sizes of the created bins 
and their entropies [17].

3.2 Study Approach
The preprocessed data was analyzed in SPSS Version 20 although some of the algorithms 
were implemented in Weka. In general, the study used visual programming, based on 
the following framework. The planned approach had three phases—preprocessing, 
model set and learning and evaluation. The preprocessing involved discretization 
of the Age variable and characterization of Lung Cancer attribute using the other 
attributes. The attributes were categorized as either predisposing or symptom factors. 
The group characterization during preprocesses established lung cancer incidences 
and suggested significant predisposing factors and symptoms in each group. In the 
study, the results of lung cancer characterization served as a benchmark for evaluating 
the performance of each algorithm. The group characterization results established 
that 270 of the incidences represented lung cancer, while only 39 cases did not. In 
evaluating the respective models, classification accuracy (CA) and test significance 
(F1) were based on the model’s ability to predict the two characterized groups. All the 
models used a 10-fold cross-validation so that the results of the predicted observations 
in each class were an average. The rest of the comparative analysis was also based 
on these averages. The planned approach and the other measures used in the study, 
including algorithms, are shown in Fig. 1. The study also made deductions based on 
the results of other studies and augmented its results, based on the reputation of the 
chosen metrics. 

Figure 1 shows the approach used in the study, including data preprocessing, data 
learning and model evaluation. The preprocess details with the discretization of the 
Age attribute, using an entropy-based method. The data learners in the visual program 
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included Decision Tree, SVM, kNN, Neural Network, Naïve Bayes, Stochastic 
Gradient Descent, Random Forest and AdaBoost. The other algorithms included in 
the study were ID3, J48, CHAID and Deep Learning. These algorithms are related to 
Decision Tree regression and neural network (multi-perception layer) algorithms. The 
models are evaluated based on confusion matrix, ROC analysis, calibration plots and 
lift curves.

3.3 Algorithms
The study used a total of 12 algorithms and each is discussed in the following 
subsections. The discussion focuses on the feature of each of the algorithms and 
primary requirements that make each suitable for the study.

3.3.1 Naïve Bayes

The algorithm is one of the commonly used ones when it comes to predictive 
classification tasks. The algorithm is based on Bayes’ rule of probability [18]. The 
rule decomposes the computed posterior probability into a prior and a likelihood 
probability. In application, it is assumed that an experiment, say E, has a subspace S 
that contains all the possible outcomes. The same applies to learn the data to determine 
the consequences of the predisposing factors. The assumption is that in each case or 
in the case of each individual, both predisposing factors and symptoms represent all 
the possibilities of lung cancer incidence. That is, suppose A and B denote one of the 
predisposing factors and one of the symptoms, then the conditional probability that 
a coughing (symptom) individual is smoking (predisposing factor) is expressed as 
follows [18]: 

 P(B/A) =
 P(A ∩ B)

                  P(A)  (3)

Fig. 1: Overview of Study Approach.
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For the likelihood rule to hold, the probability of A occurring must be greater than 
zero and the left-hand side of the equation denotes the probability of B given A. In the 
study, the algorithm iterates through the data and determines the probability of lung 
cancer occurrence given that the individual has been exposed to any of the factors. 

3.3.2 Decision Tree, Random Forest and Logistic Regression

The DT classifier is based on the regression algorithms that build branches based 
on nodes. It represents layers of relationships between the attributes. In the study, 
a Decision Tree is used to build a predictive model for accomplishing classification 
and regression modeling tasks [19]. In the interpretation of the predicted lung 
cancer incidence, the tree is presented as a hierarchical model of choices and their 
repercussions. For instance, doctors and nurses can use the Decision Tree to identify 
whether or not the patient or person is susceptible to lung cancer. As a classifier 
predictive model, the Decision Tree is a recursive partition of the attributes space. The 
model has nodes in form of a rooted tree so that it is a directed tree with root node 
without incoming edges, though the rest of the nodes have just one incoming edge as 
a rule [20]. The node that lacks outgoing edges is called a ‘test’ or an ‘internal node’, 
while the rest of the nodes constitute the leaves and are mainly known as a ‘decision’ 
or ‘terminal’ node. In the study, each of the internal nodes split the space into two or 
more subspaces based on the discrete function derived from the input attribute values; 
and this was the basis for discretizing the Age attribute. A random forest is a group 
of trees and it can also be used as a classifier or as a regression model. Some of the 
commonly used regression algorithms in both trees and random forests include, but 
are not limited to, ID3, CHAID and CRT [19]. Nonetheless, it is crucial to assert that 
a simple Decision Tree is apt and comprehensible in decision making. In conventional 
methods, the true complexity of a Decision Tree is measured using the total number 
of nodes, the sum of the number of leaves, the depth of the tree and the number of 
variables used as inputs. 

3.3.3 ID3, CHAID and CRT

The iterative Dichotomiser 3 algorithm is the simplest Decision Tree-constructing 
algorithm. While relying on the information gained to control splitting, the algorithm 
terminates tree growth when all cases are assigned a single value of the predictand or 
when the minimized entropy is zero or almost zero [21]. It is critical to note that the 
algorithm does not implement any pruning process, nor does it handle non-categorical 
variables or data with missing information. Regarding the use of information gained 
to cease growth, ID3 relies on the entropy information formula in Eq. 2.

The Chi-squared-Automatic-Interaction Detection (CHAID) was also initially 
intended to analyze nominal variables only [22]. The algorithm finds a pair of 
values for input that is least significantly different with regard to the predictand. 
The significance of the difference is based on the of the chosen statistical test. The 
choice of the statistical technical is also dependent on the nature of the predictand. 
For instance, F test suits continuous predictands; the Pearson Chi test suits nominal 
predictands, while a likelihood ratio test is suitable for ordinal predictands [21]. After 
discretization of Age, all the variables used in the study were ordinal and hence, the 
use of ratio test in the CHAID algorithm.
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3.3.4 Neural Network

The NN algorithm is based on multilayer perceptron algorithm. The multi-layer 
perceptron (MLP) is the neural network used for real-world data mining applications. 
Generically, it consists of hidden layers of adaptive weights having a complete 
connection between the layers [21]. The layers are either input layer, hidden layer 
or an output layer. The algorithm can approximate subjective accuracy and any 
continuous function from a non-spurious region of input space. For this reason, it is 
called a universal approximator. The degree of accuracy depends on the number of 
hidden layers, the weights and biases.

3.3.5 Support Vector Machine (SVM)

The SVM is a high-performing pattern recognition technology used in different fields 
of research. The algorithm operates by deploying a decision function that tries to 
divide the training subset into two levels or classes or categories. When selecting the 
decision function, it is ensured that the distance to the nearest points in the training 
data on either side of the hyper plane is maximized [19]. If the decision function fails 
to linearly separate the data points, a kernel function is implemented to transform the 
data into a different dimensional space with features supported by the SVM algorithm.

3.3.6 Stochastic Gradient Descent

The SGD is one of the gradient descent methods used to penalize linear discriminant 
analysis. It should be noted that neural net and deep-learning algorithms use SGD to 
penalize the high cost associated with either the forward or the backward propagation 
during model learning. The SGD included in these two algorithms lead to faster 
convergence and the algorithm that updates the parameters θ of the objective operator 
J (θ) is as shown below [23]: 
 θ = θ – α∇θ E[J (θ)] (4)

The expectations E […] in the equation is estimated through the evaluation of the 
cost and gradient associated with the training set. When applied as an algorithm or 
data learner, SGD omits the expectation function and calculates the gradient of the 
parameter so that the equation becomes:
 θ = θ – α∇θ J (θ; ρ(i), β (i)) (5)

In Eq. 5 ρ(i), β (i) a pair of the attributes is drawn from the training and their gradient 
or slope computed independent of the other observations [23]. The SGD can be thought 
of as a variant of correlation coefficient but with a focus on using or focusing a single 
sample of the training dataset. The algorithm minimizes the variances in subsequent 
updates, leading to more stable convergence. It also uses highly optimized matrix 
operations that would otherwise necessitate batching. 

3.3.7 AdaBoost

Adaptive Boosting or AdaBoost is an algorithm that combines and improves weaker 
classifiers or learners, that is, it refers to an approach of training an identified classifier 
and the algorithm only selects features that improve the performance of the model  
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and omits irrelevant one. A conventional boosted classifier can be expressed as  
follows [24]: 
 

1
( )  ( )TF x f xτ ττ =

=∑  (6)

where x refers to all model inputs, including the target variable while fτ refers to the 
weaker learners or classifiers. During classification, it is assumed that each of the 
weaker learners yield a hypothetical output h(xi) in the training subset so that at each 
interactive step during boosting, a coefficient μt is assigned to the weaker classifier. 
This way, the sum of the error associated with it is minimized [24].

 1 [ ( ) ( )]t t i t ii
E E F x h xµ−= +∑  (7)

In the equation, Et is the error sum Ft – 1(xi) and denotes the classifier that has 
been boosted. In the research, Decision Tree is the classifier that is boosted and the 
AdaBoost process relied on SAME algorithm, assuming that the forecasting results 
were expected to produce strictly two classes [24]. Finally, a linear regression loss 
function was also specified in the adaptive boosting process. 

4. Experiment 

The experiment was implemented in different platforms, namely SPSS 20. As discussed 
in Table 1, the data used in the experiment was divided into predisposing factors and 
symptoms of the conditions. The specification aided in the characterization of the 
Yes and No lung cancer groups. The experiment was implemented in several phases 
as discussed in Section 2.4. The other platform handled algorithms that accepted an 
attribute and the test results and scoring were based on the average results obtained 
from the 10-fold cross-validation.

4.1 Experiment Setup
Firstly, the Age attribute was discretized using the discretize function in Weka. The 
data, in comma separated format, was uploaded and Age discretized; the results written 
on a data table and the results saved as illustrated are given in the visual diagram 
below:

Secondly, the saved data was loaded on the file section in the file tab in Fig. 2 and 
the analysis was automatically implemented, the scoring results collated and stored in 
the Test & Score visual element. The element contains the metrics used to compare 
the different algorithms and a sample of the algorithms and results is as shown below. 

Thirdly, the rest of the visual graphs (ROC curve), predictions and performance 
metrics were retrieved using ROC Analysis, Confusion Matrix and Prediction elements 
of the visual program in Fig. 3. The CRT, CHAID and the neural net classifiers were 

Fig. 2: Data Results illustration.

Data 

Data TableDiscretizeFile Save Data

Selected Data → DataData 
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constructed in SPSS. The data file was imported and the variables defined to meet 
SPSS data requirement. The algorithms were implemented in Analyze → Classify → 
Decision Trees before choosing the different pruning algorithms (CHAID and CRT). 
The neural net was also implemented using the same path, that is, Analyze → Neural 
Net → Options.

4.2 Model Evaluations
Both performance metrics and evaluation curves were used to evaluate the models. 
The metrics used in the study included accuracy, precision, recall, F-1 measure and 
area under the ROC curve. The formula used in the computation of the metrics is 
documented in the guide to implement recommender systems in [25]. The curves used 
in the study include ROC, lift and calibration plots. It is important to note that a  
10-fold cross-validation was used in the study so that accuracy and error rates 
presented in confusion matrix tables for each of the algorithms is an average.

5. Results and Discussion

The output of the group characterization and the results of selected individual 
algorithms are presented, interpreted and discussed in the following sections: 

5.1 Preprocessing and Group Characterization
The characterization of the lung cancer incidence into two groups based on the 
provided attributes is summarized in Table 2. The aim of the group characterization 
was to show differences between the groups were based on mean and standard 
deviation for continuous attributes and recall and precision for discrete attributes. 
The table shows that 87.4 per cent of the cases were lung cancer positive while only 
12.6 per cent were free from lung cancer. The subsequent clustering and learning 
algorithms should also predict or classify the cases correctly and the best performing 
ones should achieve an accuracy of about 87 per cent for cancer cases and 13 per cent 
for non-lung cancer cases. According to the characterization (Table 2), allergy is the 
leading cause of lung cancer although it can be thought of as the leading predisposing 
factor. Alcohol consumption follows the leading cause of lung cancer and smoking 
ranks as the least cause of lung cancer among the lung cancer positive incident group. 
Conversely, among those who do not have lung cancer, smoking is the leading cause 

Fig. 3: Discretized data illustration.
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Table 2: The group characterization of lung cancer using mean and standard deviation.

LUNG_CANCER=YES

Examples [87.4%] 270

Attribute - 
Desc

Test 
value Group Overall

Continuous attributes: Mean (STDV)

ALLERGY 5.74 1.62 
(0.49)

1.56 
(0.50)

AC 5.06 1.61 
(0.49)

1.56 
(0.50)

SD. 4.55 1.52 
(0.50)

1.47 
(0.50)

WHEEZING 4.37 1.60 
(0.49)

1.56 
(0.50)

COUGHING 4.36 1.63 
(0.48)

1.58 
(0.49)

CHEST PAIN 3.34 1.59 
(0.49)

1.56 
(0.50)

PEER_PRE. 3.27 1.54 
(0.50)

1.50 
(0.50)

YELLOW_
FIN. 3.18 1.60 

(0.49)
1.57 

(0.50)

FATIGUE 2.64 1.70 
(0.46)

1.67 
(0.47)

ANXIETY 2.54 1.53 
(0.50)

1.50 
(0.50)

CHRONIC D. 1.94 1.53 
(0.50)

1.50 
(0.50)

AGE 1.57 62.95 
(7.97)

62.67 
(8.21)

SOB 1.06 1.65 
(0.48)

1.64 
(0.48)

SMOKING 1.02 1.57 
(0.50)

1.56 
(0.50)

Discrete attributes: [Recall] Accuracy

LUNG_CANCER=NO

Examples [12.6%] 39

Att – Dec Test 
value Group Overall

Continuous attributes: Mean (STDV)

SMOKING –1.02 1.49 
(0.51)

1.56 
(0.50)

SOB –1.06 1.56 
(0.50)

1.64 
(0.48)

AGE –1.57 60.74 
(9.63)

62.67 
(8.21)

CHRONIC D. –1.94 1.36 
(0.49)

1.50 
(0.50)

ANXIETY –2.54 1.31 
(0.47)

1.50 
(0.50)

FATIGUE –2.64 1.49 
(0.51)

1.67 
(0.47)

YELLOW_
FIN. –3.18 1.33 

(0.48)
1.57 

(0.50)

PEER_PRE. –3.27 1.26 
(0.44)

1.50 
(0.50)

CHEST PAIN –3.34 1.31 
(0.47)

1.56 
(0.50)

COUGHING –4.36 1.26 
(0.44)

1.58 
(0.49)

WHEEZING –4.37 1.23 
(0.43)

1.56 
(0.50)

SD –4.55 1.13 
(0.34)

1.47 
(0.50)

AC –5.06 1.18 
(0.39)

1.56 
(0.50)

ALLERGY –5.74 1.13 
(0.34)

1.56 
(0.50)

Discrete attributes: [Recall] Accuracy

Description of LUNG_CANCER

Some of the additional attribute abbreviations and shortening include AC (Alcohol Consumption), 
SD (Swallowing Difficulty), PEER_PRE (Peer Pressure), YELLOW_FIN (Yellow Fingers), 
CHRONIC D (Chronic Disease) and SOB (Shortness of Breath).

of lung cancer, while age, chronic diseases and anxiety are the leading predisposing 
factors. Regarding symptoms, people without lung cancer are likely to develop it 
because of the aforementioned exposure conditions and predisposing factors tend 
to be fatigued and experienced chest pain. As for those with lung cancer, wheezing, 
coughing and chest pain is the primary symptom of the condition.
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5.2 Model Results
The results of the individual algorithms and the comparison of all models are discussed 
in the following section:

5.2.1 Naïve Bayes

The classification of lung cancer incidences was based on contribution probabilities 
and absolute importance of each of the predisposing factors and symptoms. Based 
on the log odds ratios, each of the predisposing factors and symptoms of lung cancer 
had varying probabilities of influence. In specific, Allergy, Alcohol Consumption, 
Swallowing Difficulty, Wheezing, and Coughing had log odds ratios of 37 per cent, 
40 per cent, 32 per cent, 43 per cent and 46 per cent respectively. 

The points in Fig. 4 are all 0.0 although the log odds are computed; and it is  
critical to note that all the log odds ratio is positive so that 67 per cent, 60 per cent,  
68 per cent, 57 per cent and 54 per cent log are more likely for non-occurrence of lung 
cancer. Under the given probabilities, it is highly likely for individuals predisposed to 
allergic conditions and consuming alcohol to wheeze, have difficulty in swallowing and 
cough as precursors to developing lung cancer. In general, the Naïve Bayes algorithm 
establishes that given an individual has an allergy, drinks alcohol and experiences 
swallowing difficulty, wheezes and coughs, then there is 87 per cent chance that he 
has lung cancer.

Regarding the probabilistic performance of the model concerning Lung Cancer 
‘No’ Group, the following nomogram summarizes the results: 

The points in Fig. 5 are all 0.0 although the log odds are computed and it is critical 
to note that all the log odds ratio is positive, so that 67 per cent, 60 per cent, 68 per cent, 

Fig. 4: A nomogram for lung cancer ‘Yes Group’ .
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57 per cent, and 54 per cent log odds are more likely for the occurrence of lung cancer. 
Figure 5, unlike Fig. 4, shows that people who do not have lung cancer have higher 
chances of getting affected by allergies and alcohol consumption. The log odds ratio 
of a lung cancer-free individual having the disease when allergic, consuming alcohol, 
having breathing difficulties, wheezing and coughing is 67 per cent, 60 per cent,  
68 per cent, 57 per cent, and 54 per cent respectively. Nonetheless, the probabilities of 
the person being non-allergic, non-alcohol consumer, not having difficulty in breathing 
and not wheezing or coughing and not having lung cancer are 37 per cent, 40 per cent, 
32 per cent, 43 per cent, 46 per cent, and 13 per cent respectively. In general, people 
who do not have cancer but are exposed to conditions and express these symptoms 
have 0.13 probability of developing the disease. 

5.2.2 Decision Tree and Random Forest

The Decision Tree visualization of the model output is shown in Fig. 6. The tree 
consists of 29 nodes and 15 leaves. The root node consists of the ‘Yes’ lung cancer 
group and it illustrates that 87.4 per cent of the cancer cases were associated with  
75.2 per cent of them manifesting as swallowing difficulties (Fig. 6). Of the 103 or 
75.2 per cent with swallowing difficulty cases, 92.8 per cent are ascribed to peer-
pressure, and 100 per cent or 46 were cancer cases although 78.3 per cent of the non-
cancer cases engaged in peer pressure activities that led to wheezing (Fig. 6). More 
importantly, 57.4 per cent of the swallowing-difficulty cases were associated with 
wheezing. The model shows that allergy is the root cause of these conditions; that is, 
of the 309 cases, 167 had allergies, while 137 did not. 

The model shows that 270 of the cases were cancerous and the leading predisposing 
factor was allergy while swallowing and wheezing were the key symptoms. The other 

Fig. 5: A nomogram for lung cancer ‘No Group’ .
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predisposing factors that can point to the symptoms include peer pressure and alcohol 
consumption. 

The random forest, consisting of five trees and three attributes considered at each 
split, is as shown in Fig. 7.

The model shows that 85.8 per cent of the cases were cancerous and the leading 
predisposing factors were allergy, smoking and alcohol consumption with symptoms, 
like swallowing difficulty, wheezing, yellow fingers and fatigue. The model expansion 
has included the influence of gender on lung cancer although its influence is based on 
alcohol consumption.

The random forest, unlike the Decision Tree, classifies only 85.8 per cent of the 
cases as cancerous although it introduces conditions, such as smoking, fatigue and 
yellow fingers in determining lung cancer. Suppose an individual is not allergic, he 
or she is 91 per cent likely to develop lung cancer if he or she smokes and 71.1 per 
cent chance if he or she consumes alcohol. If the person develops lung cancer due 
to alcohol consumption, that is, there is 62.1 per cent likelihood of him wheezing 
and 90.2 per cent chance of feeling fatigued. Those who whizz are either coughing  
(50.9 per cent) or smoking (79.4 per cent). Of those who are fatigued, there is 78.9 per 
cent chance that they will experience difficulty when swallowing. Regarding smoking, 
those who smoke stand 100 per cent chance of developing lung cancer, though gender 
modifies the vulnerability to lung cancer. That is, women have 93.1 per cent chance 
of developing lung cancer if they smoke and of this proportion, 91.5 per cent of the 

Fig. 6: Decision Tree model for the lung cancer prognosis survey data.

Yes
87.4%, 270/309
ALLERGY

Yes
97.1%, 167/172

Yes
100%, 46/46

Yes
92.8%, 64/69

PEER_PRESSURE

Yes
78.3%, 18/23

WHEEZING

Yes
76.9%, 20/26
ALCOHOL  
CONSUMING

NO
54.8%, 23/42

PEER_PRESSURE

YES
57.4%, 39/68

WHEEZING

YES
75.2%, 103/137

WHEEZING

1

11

1

2

2

22

Fig. 7: Random forest model for the lung cancer prognosis data.
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susceptibility can be attributed to alcohol consumption and there is a 96.8 per cent 
chance that the malady will manifest as yellow fingers. 

5.2.3 ID3, CHAID and CRT

These are advanced Decision Tree learning algorithms. The three algorithms use 
different tree growth and pruning approaches. The ID3 model tree is as shown below:

The model includes Age as a predisposing factor and this marks the difference 
with a Decision Tree, random forest, and Naïve Bayes models. The ID3 model shows 
that 87 per cent of the cases are cancerous while 13 per cent are not. This establishes 
allergy as the leading cause of cancer. In cases of non-allergy cancer, the patient is 
likely to have swallowing difficulty and peer pressure remains the leading driving 
factor. However, in cases where lung cancer is associated with age, the model suggests 
that people who are above 30 years are more vulnerable to lung cancer caused by 
allergies than those who are less than 30 years old. 

The CHAID model produced a similar tree as the ID3 model although it excluded 
the age factor. The model is shown in Fig. 9:

Fig. 8: The ID3 tree model showing lung cancer proportions and the leading predisposing factor 
(allergy) and symptom (swallowing difficulty). 
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Fig. 9: The CHAID tree model showing lung cancer proportions and the leading predisposing factor 
(allergy), and symptom (swallowing difficulty). 
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The performance of the ID3 and CHAID classifiers can be summarized as follows: 
Table 3 shows that the model accurately predicted 100 per cent of the ‘Yes’ lung 
cancer group but predicted the ‘No’ lung cancer group with an error of 12.6 per cent. 
Based on the characterization in Table 1, the model ought to have predicted 13 per cent 
of the ‘No’ lung cancer correctly, although this was not the case.

Table 3: The performance of the two classifiers (ID3 and CHAID) based on prediction of lung cancer 
groups.

Error Rate 0.1262

Values Prediction Confusion Matrix

Value Recall 1-Precision

YES 1.0000 0.1262

NO 0.0000 1.0000

YES NO Sum

YES 270 0 270

NO 39 0 39

Sum 309 0 309

Figures 8 and 9 show that ID3 and CHAID predicted 87 per cent and 13 per cent 
for lung cancer and non-lung cancer groups. In reference to Table 1, the accuracy 
of the two models in predicting the cancer cases is 100 per cent, while that of non-
cancer cases is 0 per cent. The objective of the models is to detect cancer occurrence 
among healthy patients and in this regard, it suffices to make an inference that the two 
algorithms do not suit the machine-learning activity because they ought to predict the 
lung cancer in ‘No’ group accurately. 

The CRT model also had similar classification performance although the algorithm 
arrived at a single node. The performance of the model is summarized in the table 
below:

Table 4: The performance of the CRT based on prediction of lung cancer groups.

Error Rate 0.1262

Values Prediction Confusion Matrix

Value Recall 1-Precision

YES 1.0000 0.1262

NO 0.0000 1.0000

YES NO Sum

YES 270 0 270

NO 39 0 39

Sum 309 0 309

The error and accuracy rates of the CRT model are similar to those obtained for 
ID3 and CHAID models. The algorithm partitioned the data into growing and pruning 
subsets. Based on the table, the CRT had 207 observations predicted in the ‘Yes’ group 
and 39 in the ‘No’ group. Hence, the model had 100 per cent ‘Yes’ prediction accuracy 
and 12.6 per cent ‘No’ group prediction error. The tree growing sequence from the 
model can be summarized as follows: 

The number of leaves and notes that corresponded to the 1-precision value in  
Table 5 correspond to N = 3 and one is left. The growing error is 0.1208 and the 
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resultant tree has one node and one leaf. The Decision Tree can be summarized as 
follows: 
‘LUNG_CANCER = YES (87.92 per cent of 207 examples)’

5.2.4 Neural Network

As stated in the methodology section, both deep learning and neural net algorithms 
are based on multi-perceptron or propagation association between hidden layers. The 
multi-perceptron diagram illustrates the hidden layers of the neural net as shown in 
Fig. 10. The size of the scaling layer is 15 and the number of inputs. The scaling 
method for this layer is automatic. Table 6 shows the values which are used for scaling 
the inputs, which include the minimum, maximum, mean and standard deviations.

The number of layers in the neural network is two. The architecture of this neural 
network can be written as 15:3:1. The number of inputs is 15 and the number of outputs 
is one. The complexity, represented by the numbers of hidden neurons, is three. The 
size of the probabilistic layer is one and as the number of outputs. The probabilistic 

Table 5: Error associated with CRT growth model. The desired number of trees is achieved when the 
growing subset error is approximately equal to the 1-precision value in Table 4.

N # Leaves Err (growing set) Err (pruning set) SE (pruning set) x

3 1 0.1208 0.1373 0.0341 0.614636

2 6 0.0773 0.1176 0.0319 0.000000

1 8 0.0676 0.1471 0.0351 –

Fig. 10: The multi-perceptron layers of the NN and DP algorithms.
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method for this layer is the probability. The graphical representation of the network 
architecture contains a scaling layer, a neural network and a probabilistic layer. The 
yellow circles represent scaling neurons, the blue circles, perceptron neurons and the 
red circles show probabilistic neurons. 

The following table shows the values which are used for scaling the inputs, which 
include the minimum, maximum, mean and standard deviation. It generalizes the 
minimum, maximum, average and standard deviation. The scaling used in developing 
the neural network ensures that values exceed the bounds created by the minimum 
and maximum. 

5.2.5 SVM, AdaBoost and SGD

The silhouette plot obtained from the SVM model is shown in Fig. 11. The distances 
are based on Manhattan method and the figure suggests a possibility of having 
variations within the two classes.

The variations shown in the figure can be attributed to differences in the degree of 
influence of each predisposing factor and the symptom to early cancer detection. The 
results of AdaBoost and SGD model could not be visualized but their performance was 
compared to the other algorithms and the results are presented in the following section. 
However, the heat map associated with the SGD suggests the polarity associated with 
the ‘Yes’ lung cancer group ranging between –0.29 and 2.15. The elements and chi-
square of the sieve diagram deduced from the algorithm suggest increasing risks with 
increased exposure to the predisposing factors. At the same time, the model result 
suggests that on observing the symptoms, among patients without historical cancer 
cases, suggests the very high likelihood of lung cancer incidences.

Table 6: The size of scaling layer is 15, the number of inputs. the scaling method for this layer is 
automatic.

Min Max Mean Deviation

GENDER 0 1 0 1

AGE 21 87 0 1

SMOKING 1 2 0 1

YELLOW_FINGERS 1 2 0 1

ANXIETY 1 2 0 1

PEER_PRESSURE 1 2 0 1

CHRONIC DISEASE 1 2 0 1

FATIGUE 1 2 0 1

ALLERGY 1 2 0 1

WHEEZING 1 2 0 1

ALCOHOL CONSUMING 1 2 0 1

COUGHING 1 2 0 1

SHORTNESS OF BREATH 1 2 0 1

SWALLOWING DIFFICULTY 1 2 0 1

CHEST PAIN 1 2 0 1
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5.3 Model Performance Evaluation
According to Table 2, ‘Yes’ and ‘No’ lung cancer groups had 270 and 39 cases 
respectively. The Decision Tree algorithm predicted 252 and 19 instances correctly. 
However, random forest predicted 257 and 18 cases correctly. Consequently, the 
random forest algorithm performed better than the Decision Tree algorithm. The 
AdaBoost algorithm penalized the errors in the Decision Tree and predicted 258 and 
28 instances in the ‘Yes’ and ‘No’ lung cancer groups. Based on these predictions, it 
is evident that AdaBoost performed better than both the Decision Tree and random 
forest algorithms. However, it is imperative to note that AdaBoost, Decision Tree and 
random forest are based on regression just as ID3, CRT and CHAID algorithms. When 
compared, based on regression, the logistic regression predicted 262 and 22 of the 
‘Yes’ and ‘No’ group incidences correctly. 

The metrics summarizing the performance of the models is presented in the table 
below. 

Based on Table 7, SVM is the most efficient algorithm although it was closely 
followed by logistic regression, Naïve Bayes and Neural Network. The table also 
shows that AdaBoost was more efficient than the Decision Tree. However, regarding 
F-1 measure, AdaBoost was the next best performing and it had the highest precision 
and recall. The visualization of the comparison of the efficiency of the algorithms is 
shown in Fig. 12. 

The accuracy classification score (CA) in Table 7 shows that AdaBoost had 92.6 
per cent classification accuracy. Logistic regression, SGD, Neural Network and Naïve 
Bayes had classification accuracy of 90 per cent, while the rest had classification 
accuracy of less than 90 per cent. The balanced F-score always show that AdaBoost, 
Logistic Registration, SGD, NN, and NB had the best scores compared to the rest, 
although AdaBoost outperformed all of them.

Fig. 11: The SVM Model silhouette plot.
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Table 7: Average over classes based on the 10-fold cross-validation.

Algorithm AUC CA F1 Precision Recall LogLoss

SVM 0.943 0.874 0.815 0.764 0.874 0.239

Tree 0.759 0.877 0.876 0.874 0.877 1.135

Random Forest 0.92 0.89 0.884 0.881 0.89 0.322

kNN 0.9 0.9 0.892 0.89 0.9 0.822

ID3 0.86 0.83 0.876 0.874 0.877 1.135

CHAID 0.88 0.89 0.892 0.89 0.9 0.768

CRT 0.91 0.89 0.92 0.913 0.918 1.906

Naive Bayes 0.934 0.903 0.904 0.905 0.903 0.244

Neural Network 0.931 0.909 0.905 0.903 0.909 0.231

SGD 0.794 0.916 0.915 0.914 0.916 2.906

Logistic Regression 0.941 0.919 0.914 0.913 0.919 0.195

AdaBoost 0.902 0.926 0.926 0.926 0.926 0.392

The diagram shows the area under the curve for each of the algorithms. The above 
figure asserts that SVM, Random Forest, Naïve Bayes, Neural Network, Logistic 
Regression and AdaBoost are the most efficient algorithms. Even though AdaBoost 
covers an area of 0.902 while logistic regression ROC curves cover an area of 0.941. 
As such, logistic regression, NN and NB are more efficient in retrieving information 
regarding the two groups. However, logistic regression has the least cross entropy 
value (log loss) although it is non-probabilistic and such can be rated based on this 
parameter.

Fig. 12: The AUC’s efficiency results of algorithms.
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6. Conclusion and Future Work

The purpose of the study is to appraise supervised machine-learning algorithm and 
identify an optimum approach to detect and predict lung cancer incidences at very 
early stages. The dataset is collected from the online lung cancer Web system. The 
data treated as a prognosis survey data and implemented on 12 algorithms for the 
purpose of establishing the most efficient way of making early lung cancer detection. 
The study relied on prognostic data containing information that was categorized into 
predisposing factors and symptoms. Of the 12 algorithms, AdaBoost was the most 
accurate with the highest sensitivity and specificity. The adaptive boosting algorithm 
was applied the Decision Tree classifier. Among the other 11 algorithms, Decision 
Tree was the weakest although adaptive boosting rendered it the strongest. The model, 
AdaBoost, established that allergy, smoking and alcohol consumption are the critical 
predisposing factors to lung cancer. AdaBoost, like other models, identified allergy 
as the leading cause of lung cancer and it was deduced that the allergy reported is 
manifested as an irritation to the lungs and hence the theory that inhalation of toxic 
substances, including chemical components of tobacco, is the major condition that 
leads to lung cancer. Other factors, such as alcohol consumption and peer pressure, 
are contributing to the condition in different ways; that is, alcohol serves as a source 
of allergens or lethal chemicals as its content and consumption exposes the lungs. The 
role of peer pressure is more than illustrative in modeling terms. Future studies should 
consider using peer pressure as an illustrative factor and not a predictor attribute. 
Moreover, it would be prudent if future studies consider the influence of secondhand 
smoking on lung cancer detection and prediction. Regarding adaptive boosting, it 
would be prudent to implant the boosting on some of the best-performing algorithms, 
such as SVM. The data requirement may prove difficult to handle although a successful 
implementation may improve the performance of the algorithm.
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Key Terminology & Definitions

Machine Learning is one of the branches of artificial intelligence that is interested in 
the design and development of algorithms as well as technologies that allow computers 
to have the property of learning. The main task of automated learning is to extract 
valuable information from the data.
Big Data—is a set of datasets that are so large and complex and often very difficult 
to address with only one database management tool or traditional data processing 
applications. Big data challenges include capture, storage and analysis.
Artificial Intelligence—specific characteristics of computer systems that simulate 
human mental capacities. One of the key features is the ability to learn, infer and react 
to situations that have not been programmed into the machine. 

https://data.world
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Cancer—is a group of diseases characterized by its aggressive cells. This disease can 
affect almost all members of the body. It is also defined as an abnormal growth of tissue 
from the tissues of the body, so it affects several types of organs and the symptoms 
usually vary with the different organs or tissues injured.
Secure Socket Layer—is one of the widely used and most powerful security protocol 
that creates an encrypted link between a server and client, e.g., Web server and the 
internet. 
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Chapter 11
preventing Black hole attack in 
aODV routing protocol using 

Dynamic trust handshake-based 
Malicious Behavior Detection 

Bhawna Singla,1,* A.K. Verma1 and L.R. Raheja2

1. Introduction

Mobile Ad hoc network (MANET) [1] is a collection of nodes in wireless network 
in which nodes keep on changing position to have a dynamic topology. Topology 
keeps on changing therefore the path from source node to destination node also keeps 
on changing, which further is determined by routing protocol. In this work, we are 
using the reactive routing protocol called Adhoc On Demand Distance Vector Routing 
Protocol (AODV) [2, 3] where the route is determined on demand, i.e., whenever 
there is a requirement of route then and only then rhe current route from the source to 
destination is determined [4–9]. AODV routing protocol has several vulnerabilities, 
such as 
 (a) A malicious node can drop any of the control packet or data packets.
	(b)	 A	malicious	node	can	modify	any	field	of	the	control	packet	and	can	then	forward	

the packet to its immediate neighbor.
 (c) The malicious node can send the faked RREP or route reply acknowledgment 

(RREP_ACK) in response to the control message or it may send fake response 
message of its own.

 (d) In such a way, the malicious node may cause the route breakage, which may lead 
to	node	isolation	or	flooding	of	packets,	leading	to	resource	consumption.	Due	to	
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its	property	that	malicious	node	can	also	modify	fields	of	the	control	packet,	the	
malicious	mode	may	impersonate	any	other	node	or	it	may	leak	the	confidential	
information to the unauthorized node.

In AODV routing protocol, the working depends on the genuine cooperation of 
node.	If	any	of	the	intermediate	nodes	is	selfish	or	non-cooperating	or	malicious,	then	
the working of complete protocol is compromised. Attacks are targeted to damage 
the	 basic	 aspects	 of	 security,	 like	 integrity,	 confidentiality	 and	 privacy.	The	 nodes	
performing	adverse	effects	on	MANETS	are	classified	into	two	categories—malicious	
node	 [10]	 and	 selfish	 node	 [11].	Malicious	 nodes	 are	 those	 nodes	 that	 perform	 an	
active attack on MANETS and may be active in route establishment or data forwarding 
phase,	while	selfish	node	performs	passively	by	not	forwarding	the	packet	just	for	the	
sake of saving battery energy.

Due to the above said vulnerabilities, a number of attacks [12–20] are possible 
in	AODV	routing	protocol.	These	attacks	are	broadly	classified	into	two	categories,	
passive or active attacks.
Passive attack: In	a	passive	attack,	the	attacker’s	goal	is	just	to	obtain	information.
This means that the attack does not modify data or harm the system. However, the 
attack may harm the sender or receiver of the message. Main techniques of passive 
attack are: eavesdropping and timing analysis.
Active attack: Active attack may change the data or harm the system. Attacks that 
threaten integrity and availability are active attacks. Examples of active attacks on 
AODV are:
	Ø	Attacks by dropping the packets, such as Blackhole [21–30] or Grayhole attack 

[31].
	Ø	Attacks	using	modification	of	protocol	message	and	may	include	redirection	due	

to	modification	of	Hop-Count	or	Modified	Destination	Sequence	number.	A	very	
common attack in this category is Denial of Service attack [32–34] where the 
malicious nodes generate unwanted request packets so as to make the resources 
unavailable to the other nodes.

	Ø	Attacks using impersonation where malicious node impersonates other node.
	Ø	Attacks using fabrication where the malicious nodes generate false route error 

or	message	or	false	routing	table	overflow	message.
	Ø	Other attack, such as Worm Hole attack [35–38] or Byzantine attack [39, 40], etc.

This paper focuses mainly on black hole attack. In blackhole attack, the malicious 
node intends itself a shaving the shortest path through it. Once it is chose as the 
intermediate node for the path from source to destination, it drops all the control 
packets and data packets that are transmitted through it. So, it impacts the performance 
of the protocol.

2. Implemetnation of Black Hole Attack in an AODV Routing Protocol 

2.1 Black Hole Attack
The	black	hole	problem	is	a	type	of	active	attack	in	which	malicious	node	first	claims	
to have the shortest path. The source node chooses the route containing the malicious 
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node	to	the	destination.	Once	the	traffic	is	routed	through	itself,	it	drops	the	entire	data	
packet routed through it [41–44]. As shown in Fig. 1, let 1 be the source node and 3 
be the destination node and 4 is the malicious node. 4 claims to have the shortest path; 
that	is	why	the	route	through	4	(1-4-5-6-3)	is	selected	instead	of	1-2-3.	But	after	being	
selected	in	the	final	route,	4	drops	the	entire	data	packet.	The	working	of	black	hole	
attack	is	further	summarized	in	Fig.	2.	The	figure	shows	that	if	the	packet	forwarded	is	
data packet and the node is malicious, then it drops the entire packet; otherwise, if the 
packet is RREQ control packet and the node is malicious, then it sends the fake RREP 
so as to claim itself as having the shortest path. Once it is chosen as the intermediate 
node, it drops the entire data packet routed through it. In all other cases, it behaves 
normally [88–90].

Fig. 1: Example showing the working of black hole attack where 1 is the source node, 3 is the 
destination node and 4 is the malicious node.

1* 2 3*

654

Final Path Chosen

4 Drops all the packet

Fig. 2: Pseudo code of AODV routing protocol.
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3.  Proposed Work

A	lot	of	research	work	has	been	done	to	find	the	secured	AODV	routing	algorithm	
[45–54]. The trust [55–58] based on the packet forwarding behavior of neighbor can 
be used for detecting misbehavior. This model has been previously presented in several 
literatures	[59–63],	but,	by	the	same	trust-based	logic,	some	of	the	neighbors	who	were	
silent	and	not	actively	participated	in	communications	will	get	wrongly	identified	as	
malicious.	So,	simple	trust-based	models	will	mark	a	 lot	of	non-malicious	nodes	as	
malicious nodes. This will initiate a lot of link failures. That is, the link between 
source to destination will get broken at different locations on their path because of this 
false	identification	of	malicious	nodes.

The	 dynamic	 packet	 forwarding-based	 trust	AODV(DTH-AODV)	 proposed	 in	
this paper will overcome that problem and reduce the possibility of such false marking 
of	 non-malicious	 nodes	 as	 malicious	 nodes.	A	 simple	 Dynamic	 Trust	 Handshake	
mechanism	will	help	to	prevent	such	false	identification.

The main advantage of the proposed detection and prevention scheme is that it 
will detect and prevent the malicious nodes in the very early stage of AODV route 
discovery process. So, it will not need any manipulation in routing tables in the route 
resolving process, because by design, it will avoid including malicious hops in routing 
table even at the route discovery process itself.

In this work, trust value is associated with each node and initialized as 0. If the 
node is working genuinely, i.e., forwarding the packet as per the routing protocol 
instructions, then trust value is incremented; otherwise, it is decremented. 

Malicious and faulty nodes are then isolated from the network once they obtain a 
minimum threshold value.
 (a) Packets Acknowledgment: Acknowledgment is a method of ensuring that 

packets sent for forwarding have been forwarded. There are a couple of ways that 
this is possible but passive acknowledgment is by far the easiest to implement. 

Fig. 3: Calculation of trust values.

Fig. 4: Calculation of malicious node.
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Passive acknowledgment uses promiscuous mode to monitor the channel, 
allowing the node to detect any transmitted packets irrelevant to the actual 
destination that they are intended for. With this, the node can ensure that packets 
it has sent to a neighboring node for forwarding are indeed forwarded. This has 
been	implemented	within	PTH-AODV	using	promiscuous	mode	to	monitor	the	
channel.

 (b) Packet Precision:	As	defined	by	Pirzada	et	al.	[64],	packet	precision	ensures	the	
integrity of the data and control packets that are either received or forwarded by 
other nodes in the network. This type of detection aims to spot packets that have 
either been corrupted due to a faulty node or have been generated maliciously. 
This could be done by monitoring the control packets that lead to suitable 
successful routes. Another possible means is to check that the packet information 
is within certain tolerances. For example, it may be ensured that the sequence 
number within a reply is not inconceivably higher than the sequence number 
within the request, as this suggests that the replying node is trying to ensure it is 
part	of	the	final	route.

 (c) Destination Unreachable Messages: Although Pirzada [64] mentions that it is 
possible to use destination unreachable messages, no such messages are returned 
by Ns2.

4. Implementation of the Proposed Malicious Behavior  
Detection in AODV 

4.1 Implementation of Dynamic Trust Handshake Mechanism
Generally,	a	trust	factor	based	on	the	packet-forwarding	behavior	of	the	neighbor	can	
be used for detecting misbehavior as previously presented in several literatures. For 
example, a trust factor of a node can be derived based on the number of forwarded 
packets	at	that	neighboring	node.	But,	by	the	same	trust-based	detection	logic,	some	
of the neighbors, who were silent and not actively participated in communications, 
will	get	low	trust	factor	and	will	be	wrongly	identified	as	malicious.	Because	of	this,	
the link between the source to the destination will get broken at different locations on 
their	path	due	to	false	identification	of	malicious	nodes.	In	our	proposed	dynamic	trust	
handshake-based	AODV	 (DTH-AODV),	 it	will	 overcome	 that	 problem	and	 reduce	
the	possibility	of	such	false	marking	of	non-malicious	nodes	as	malicious	nodes	by	
introducing	a	dynamic	 trust	handshake	mechanism.	The	 following	flow	diagram	 in	
Fig. 5 explains the implementation of dynamic trust handshake mechanism in AODV 
routing agent.

4.2 The Trust Handshake Message-Triggering Mechanism
In this model, the nodes will send a ‘trust handshake’ in a dynamic fashion based 
on its local state. This dynamic trust handshake mechanism ensures that at least 
one	handshake	packet	will	be	sent	 just	before	any	new	transmission	event.	But	 the	
frequency	of	such	a	‘trust	handshake’	message	will	be	controlled	by	two	variables—
the min_trust handshake_interval and max_trust handshake_interval and so, it will  
not increase the message overhead tremendously.
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The trust handshake message function will be called from different functions of 
AODV whenever a change in state is expected. For example, after doing a regular route 
table update, the trust handshake message function will be triggered. But according to 
the way in which the dynamic trust handshake mechanism works, it will not actually 
send a handshake message whenever it is triggered. The trigger mechanism may 
rapidly call the trust handshake messages ending function, but will actually send a 
new message, if and only if, there was a considerable gap (min_trust handshake_
interval) between two consecutive messages. This will avoid oversending of the trust 
handshake	messages.	 The	 following	 flow	 diagram	 explains	 the	 implementation	 of	
dynamic	 trust	handshake-based	malicious	node	detection	and	prevention	 in	AODV	
routing agent.

The	process	flow	and	pseudo	code	of	dynamic	trust	handshake-based	malicious	
node detection and prevention in AODV routing protocol is shown in Figs. 6 and 7.

4.3 The Changes Made in NS2AODV Code for Malicious Node 
Detection and Prevention

The	 following	 two	files	were	modified	 to	 incorporate	 the	proposed	malicious	node	
detection and prevention mechanism in AODV routing agent.
Changes made in AODV.h: The	 additional	 function	 definitions	 for	 detection	 and	
prevention of malicious behavior and the variables that will be bound with TCL are 
declared in AODV.h. By using the variables from a TCL simulation code, we can 
control the behavior of the routing agent and bring it to detection and prevention mode.
Changes Made in AODV.cc: The	actual	code	of	the	additional	function	definitions	for	
detection and prevention of malicious behavior were implemented in AODV.cc and 
here the new interfaces to the code through the control variables that will be bound 
with TCL are written here. By setting the variables from a TCL simulation code, we 
can control the behavior of the routing agent and bring it to detection and prevention 
mode.

Fig. 5: The dynamic trust handshake mechanism.
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4.4  The Functions Modified for Attack Detection and Prevention
The function of trust handshake timer: The dynamic trust handshake mechanism is 
implemented with the help of a new timer function in AODV.
The function AODV:: Send Trust Handshake Packet: This function will generate 
a trust handshake packet and transmit it with respect to the conditions explained in  
Fig. 4.
The function of AODV:: Recv AODV:	In	this	function,	the	trust-based	detection	of	
malicious behavior has been implemented. As shown in the Fig. 4 of previous section, 
the malicious behavior detection is done based on the trust factor of the previous hop 
node from which the message was received.

Fig. 6:	 The	process	flow	of	periodic	trust	handshake-based	malicious	node	detection	and	prevention	
in AODV.
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Fig. 7:	 The	pseudo	code	of	PTH-AODV.
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5. Results and Discussion

We used network simulator version NS2.35 under Ubuntulinux operating system for 
obtaining this results [65]. We have implemented the black hole attack as well as 
attack detection and prevention mechanism on the AODV code of NS2 and did the 
simulation with the parameters presented in this section and evaluated the performance 
with respect to the metrics discussed in this section.

5.1 The Simulation Parameters
 (a) Common Parameters: The following common parameters are used for setting up 

the network. Moreover the following parameters are also used to set TCP/UDP 
flows.

Table 1: Parameters values of network in NS2.

Common Parameters Values Traffic Parameters for TCP 
Flows

Values

Topographical Area (m*m) 1800 × 500 Transport Agent TCP

Mobility 20 m/s No Flows 10

Pause Time 20s Traffic	Type	 CBR

Total Simulation Time 100s Packet Size 1 KB

Routing Protocol AODV Interval 100 ms

Mobility Modal Random Way point Rate 10 KB

Channel Model Wireless Channel Traffic Parameters for UDP 
Flows

Values

Propagation Model Two Ray Ground Transport Agent TCP

Phy Model Wireless Phy No Flows 10

Mac Model 802_11 Traffic	Type	 CBR

Antenna Model Omni Antenna Packet Size 1 KB

Queue Drop	Tail-Pri	Queue Interval 100 ms

Queue Length 50 Rate 10 KB

Table 2: Total number of nodes, number of malicious node and different attack scenarios.

Parameters Values

Malicious Nodes 15

Total Nodes 40,50,60

AODV with (a) No Attack
(b) Black Hole Attack
(c) PTH Attack Detection

 (b) Variable Parameters: The following parameters are used as variables for 
analyzing the impact of the attack and detection on different conditions:
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5.2 Analytic Results with Respect to Different Network Size
Here we see the analytic results of comparison of black hole attacks with normal 
AODV (it means performance without any attack) and it is studied with respect to 
different network size. In the following analysis, the total number of nodes in the 
network is as varied as 40, 50 and 60 and among them, the number of malicious nodes 
kept as 15 and the impact is measured using different metrics.

The following line graph in Fig. 8 shows the impact of attack and detection and 
prevention mechanism in terms of total data packets sent at the application source. 
As shown in the line graph, under the presence of a black hole attack, the application 
source	itself	is	not	able	to	send	much,	but	during	detection,	the	proposed	DTH-AODV	
was able to send as much as normal AODV without any attack. 

The following line graph in Fig. 9 shows the impact of attack and detection and 
prevention mechanism in terms of total data packets received at application destination. 
As shown in the line graph, under the presence of black hole attack, destination itself 
is	not	able	to	receive	anything.	But	during	detection,	the	proposed	DTH-AODV	was	
able to receive as much as normal AODV without any attack. 

The following line graph in Fig. 10 shows the impact of attack and detection 
and prevention mechanism in terms of routing load. As shown in the line graph in  
Fig. 10, under the presence of black hole, the routing load is very high, but with 
proposed	DTH-AODV-based	detection	and	prevention	mechanism,	the	routing	load	
was almost equal to that of normal AODV. In terms of routing load, the performance 
of	normal	AODV	and	proposed	DTH-AODV	are	almost	equal.

The following line graph in Fig. 11 shows the impact of attack and detection and 
prevention mechanism in terms of MAC load. As shown in the line graph, under the 
presence	of	black	hole,	the	MAC	load	is	very	high.	But	with	proposed	DTH-AODV-
based detection and prevention mechanism, the MAC load was almost equal to that of 
normal AODV. In terms of MAC load, the performance of normal AODV, proposed 
DTH-AODV	are	almost	equal.

The following line graph in Fig. 12 shows the impact of attack and detection 
and prevention mechanism in terms of total dropped packets at the application layer. 
As shown in the line graph, under the presence of black hole attack, a lot of packets 
were dropped at the application layer. But during detection, the packet dropping of 
proposed	DTH-AODV	was	very	much	reduced	and	almost	equal	 to	 that	of	normal	
AODV	without	any	attack.	In	terms	of	application-layer	dropped	packets,	the	proposed	

Fig. 8: Network size vs sent packets.
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DTH-AODV	dropped	a	little	bit	high	number	of	packets.	This	is	because	the	DTH-
AODV will try to send more packets than normal AODV.

The following line graph in Fig. 13 shows the impact of attack and detection 
and prevention mechanism in terms of throughput. As shown in the line graph, under 
the presence of black hole attack the throughput was almost equal to zero. But with 
detection,	the	throughput	of	the	proposed	DTH-AODV	was	very	much	improved	and	
almost equal to that of normal AODV without any attack.

Fig. 9: Network size vs received packets.

Fig. 10: Network size vs routing load.

Fig. 11: Network size vs MAC load.
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The following line graph in Fig. 14 shows the impact of attack and detection and 
prevention mechanism in terms of PDF. As shown in the line graph, under the presence 
of black hole attack the PDF was almost equal to zero. And at low network density, 
PDF is equal to zero. For example, at 40 nodes, it is zero because among the 40 nodes, 
15 are malicious and able to break all communication between other nodes. But with 
detection,	 the	PDF	of	proposed	DTH-AODV	was	very	much	 improved	and	almost	
equal to that of normal AODV without any attack. In terms of PDF, the performance 
of	normal	AODV	proposed	DTH-AODV	is	almost	equal.

The following line graph in Fig. 15 shows the impact of attack and detection and 
prevention	mechanism	in	terms	of	End-to-End	Delay	(EED)	of	data	flows.	With	respect	
to the increase of number of nodes in the network, the performance gets decreased. 
As shown in the line graph, black hole attack seems to be providing lower EED than 
normal AODV (without attack), but certainly it does not mean that black hole attack 
is	improving	the	performance	of	the	network.	The	low	end-to-end	delay	under	attack	
is	due	to	a	strange	fact	that	the	attack	makes	disconnection	in	TCP	flows	and	since	
the packets are not at all forwarded to any further nodes, indirectly it reduces the 
message overhead in the network and reduces bandwidth usage, otherwise it will be 
consumed	by	the	forwarded	data	packets.	So,	the	flows	that	were	unaffected	by	black	
hole attack (the connections where there is no neighboring attack nodes) utilizes that 
extra	bandwidth	and	gains	some	performance.	Further,	keep	in	mind	that	the	end-to-
end delay is only calculated based on the time in which a packet is sent and received. 

Fig. 12: Network size vs packets dropped at application layer.

Fig. 13: Network size vs throughput.
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So	if	a	packet	is	not	received,	in	that	case	end-to-end	delay	cannot	be	calculated.	So	
this average EED is only the average EED of successfully delivered packets.

The	EED	 of	DTH-AODV	was	 a	 little	 bit	 higher	 than	 normal	AODV	because,	
under attack, detection and prevention, an alternate route will be resolved by avoiding 
malicious nodes on the path, so that the path length will increase and hence will 
increase	the	end-to-end	delay.

The following line graph in Fig. 16 shows the impact of the attack and detection 
and prevention mechanism in terms of consumed battery energy. As shown in the 
line graph, in the presence of an attack, the battery consumption is lesser than normal 
AODV (without attack), but certainly it does not mean that these attacks improve the 
performance in terms of energy consumption. The low energy consumption under 
attacks	is	due	to	the	fact	that	these	attacks	make	disconnection	in	data	flows	and	since	
the packets are not at all forwarded to any further nodes, indirectly, it reduces the 
battery consumption at the other nodes; otherwise it will be consumed for forwarding 
the data packets. So, the nodes that were unaffected by attacks (where there is no 
neighboring attack nodes) preserve some battery power. Understanding of this strange 
fact requires a better visualization of the whole network scenario. It is simple–without 
any attack. AODV was able to send much and maximum nodes were able to participate 
in that communication and utilized the energy for transmission/forwarding of packets, 
so that the energy is consumed in most of the nodes. But in the presence of the attack, 
the packets get dropped intermediately and the battery powers on other nodes, that 

Fig. 14: Network size vs PDF.

Fig. 15: Network size vs end to end delay.
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are not at all forwarding the packets, get preserved. With respect to the increase of a 
number of nodes in the network, the performance seems to be decreasing.

But,	interestingly,	the	energy	consumption	in	the	case	of	proposed	DTH-AODV	
is a little bit lesser than normal AODV. This obviously proves a better working of the 
proposed detection model. 

Lots of previous papers say that the attacks will increase energy consumption. Of 
course, it also may be true, but not in the same sense. For example, if an application 
will continuously try to send data under attack, then the battery of the sending node 
and some other nodes between sender and attacker nodes will get reduced rapidly. If 
the application will vigorously retransmit due to loss, then this will increase the energy 
consumption.	But	the	transport	protocol	will	handle	a	loss	scenario	and	just	reduce	
the sending rate to avoid further loss. That is why the average energy consumed in the 
network seems to be reduced under attack. Understanding this strange fact requires a 
better visualization of the whole network scenario.

The following line graph in Fig. 17 shows the impact of attack and detection 
and prevention mechanism in terms of overhead. As shown, under the presence 
of	black	hole,	 the	overhead	 is	minimum	because	 the	black	hole	 just	breaks	all	 the	
communication.	But	with	the	proposed	DTH-AODV-based	detection	and	prevention	
mechanism,	the	overhead	becomes	equal	to	that	of	normal	AODV-signifying	that	the	
proposed	DTH-AODV	works	almost	equal	to	normal	AODV.

Fig. 16: Network size vs battery energy.

Fig. 17: Network size vs overhead.
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6. Comparison of DTH-AODV with Other Trust-based Routing 
Algorithm 

Table 3 compares the characteristics of conventional AODV-based trust routing 
algorithm with newly developed algorithm DTH-AODV. 

Table 3: Comparison of characteristics of existing AODV-based trust routing protocol with PTH-
AODV and DTH-AODV.

Secure 
Routing 
Algorithm

Characteristics Advantages Disadvantages

Collaborative 
trust-based 
secure 
routing 
against 
colluding 
malicious 
nodes [66]

This protocol 
design assumes the 
prior distribution 
of trust to all the 
nodes. It also 
assumes the 
presence of public 
key infrastructure 
because whenever 
the node transmits 
the RREQ message 
containing 
trust metric to 
intermediate node, 
the next node 
authenticates the 
previous node by 
signing with its 
private key.

This protocol is highly 
resistant towards attack 
where a malicious node 
claims to have genuine 
identity. 

This protocol aims to find 
the shortest path to the 
destination node, irrespective 
of presence of the malicious 
node; therefore, it is more 
susceptible to internal attacks. 
The prior distribution of 
trust makes the network less 
dynamic and adaptable to 
changing situations. The use 
of public key infrastructure 
makes the protocol highly 
expensive to use and it also 
causes more overhead to 
maintain all the keys. This 
protocol fails under the 
situation of compromised 
node.

Trust-
Embedded 
AODV 
(T-AODV) 
[67]

This protocol is an 
extension of 131 
with the difference 
that the trust factor 
is periodically 
updated by the 
exchange of 
routing messages. 
However, this 
protocol also 
assumes the 
existence of public 
key infrastructure 
and it also assumes 
the radio range of 
all the nodes are 
same, which is 
more theoretical to 
study.

In this protocol, the 
following action done 
by the malicious node is 
avoided.  If the malicious 
node provides the wrong 
information in the RREQ 
packet by changing 
the hop count field, the 
destination address, etc. 
If the malicious node 
decrypts the sign given 
by the genuine node with 
the intention to alter the 
information given in the 
header. It is more adaptable 
to topological changes.

This protocol fails to find the 
secure end-to-end path from 
source to destination.
More overhead caused on 
public key infrastructure.

Table 3 contd. ...
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Secure 
Routing 
Algorithm

Characteristics Advantages Disadvantages

Trust 
establishment 
in pure ad-
hoc networks 
[68]

This protocol 
does not require a 
trusted third party 
infrastructure for 
its operation. All 
node computer 
trust the value 
based on direct 
feedback.

Malicious nodes are 
bypassed during route 
discoveries. This protocol 
achieves better throughput 
in the presence of 
malicious node.

Extra overhead is added due 
to nature of the protocol. The 
accuracy of protocol depends 
on the weight values that are 
assigned in the calculation 
of trust values. This protocol 
is more susceptible to IP 
spoofing attack and MAC 
spoofing attack. This protocol 
fails when the malicious 
nodes collude.

Opinion-
based trusted 
routing 
protocol – 
TAODV [69]

This protocol uses 
soft encryption 
technique.

The encrypted parts of the 
message are forwarded 
through different routes so 
that the malicious nodes 
hardly have access to 
complete the message.

This protocol is susceptible to 
internal attack. It takes more 
time in route selection. It is 
also possible not to route all 
the messages securely.

Friendship-
based routing 
algorithm 
– frAODV 
[70]

Each node stores the 
list of friendly nodes 
and friendship 
value. The 
friendship value 
determines the level 
of trustworthiness. 
During control 
packet transmission, 
the friendship value 
gets exchanged 
between the nodes. 

The performance gives 
better results for the more 
dynamic network.

The experiment is 
performed based on five 
number of nodes so that the 
performance of protocol for 
the large number of nodes is 
undetermined.

DTH-AODV This protocol does 
not require public 
key infrastructure. 
It also does not 
use any encryption 
technique. 
However, the trust 
value is exchanged 
by the nodes only 
when there is 
a need of route 
establishment and 
the trust value 
depends on the 
feedback given 
by the previous 
neighbor in 
the successful 
communication.

Additional overhead 
caused by periodic 
exchange of trust metric 
is also avoided. This 
protocol detects all the 
selfish and malicious nodes 
due to exchange of trust 
value between the nodes. 
Moreover, sometimes 
some genuine nodes that 
have not been participating 
in the communication 
for over a long time, 
are falsely interpreted 
as the selfish node. This 
protocol also avoids false 
accusation of a genuine 
node as the selfish node.

More work can be done in 
case of trust dispersal and 
trust delay over time. 
Trust can also be gathered by 
the malicious scenarios.
More work can also be done 
in case of malicious colluding 
nodes.

...Table 3 contd. 
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7. Conclusion

In	 this	work	we	proposed	a	dynamic	trust	handshake-based	detection	of	black	hole	
attack.	We	implemented	DTH-AODV	under	NS2	and	compared	its	performance	with	
the results of standard AODV and standard AODV under attack. The main advantage 
of	 the	 proposed	 DTH-AODV	 was	 that	 it	 detected	 and	 prevented	 the	 malicious	
nodes	 in	 the	 very	 early	 stage	 of	 route-discovery	 process.	 So,	 it	will	 not	 need	 any	
manipulation	 in	 routing	 tables	 in	 the	 route-resolving	process	 because	by	design,	 it	
will	avoid	including	malicious	hops	in	the	routing	table	of	normal	nodes	at	the	route-
discovery process itself.

A	lot	of	simulation	and	analysis	is	done	to	arrive	at	significant	and	interpretable	
results. The impact of the attack is measured on the detection and prevention 
mechanism with suitable metrics and explained the improvements in performance. 
According	 to	 the	 arrived	 results,	 the	 proposed	 dynamic	 trust	 handshake-based	
malicious node detection and prevention mechanism worked well and successfully 
detected the black hole nodes in the network and avoided establishing routes through 
them.	As	 shown	 in	 the	 results	 of	 the	 previous	 section,	 the	 proposed	DTH-AODV	
improved the throughput and PDF almost equal to that of normal AODV. In this work, 
we used unencrypted trust handshake messages in the design, but in future works, 
we	may	explore	the	possibility	of	using	a	private	key	or/public	key-based	encryption	
mechanism for a more secure operation. It may increase the operational overhead, but 
one	may	address	issues	related	with	overhead	due	to	encryption-based	trust	handshake	
mechanism.
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Chapter 12
Detecting Controller Interlock-based 
tax evasion Groups in a Corporate 

Governance Network
Jianfei Ruan,1,* Qinghua Zheng ,1 Bo Dong 1  

and Zheng Yan2

1. Introduction 

Tax revenue collection is considered a top priority in China. It was reported by the 
Chinese government that the rate of loss of tax revenue in China is above 22 per 
cent. At the same time, the number of annual tax-related business records is up to 
one billion, the daily peak of these records is up to 10 million and the volume of 
annual data aggregated is 12 TB. How to technically support tax evasion detection 
based on computer-based case selection, especially identifying suspicious tax evasion 
corporations/groups (susGroups), from very large scale of business transactions and 
related data, has become an important and challenging issue. Meanwhile, there is a 
new tendency for corporations to evade tax via Interest Affiliated Transactions (IATs) 
that are controlled by a potential ‘Guanxi’ between the corporations’ controllers.

For dealing with these challenges, we propose a Colored and Weighted Network-
Based Model (CWNBM) for characterizing economic behaviors, social relationships 
and the IATs between taxpayers and generating a heterogeneous information 
network—Corporate Governance Network (CGN). In this, we adopt the shareholder 
and management-involved role relationships between persons and corporations (such 
as corporations’ executives or managers or legal persons), as well as investment and 
trading relationships between corporations. In CGN, persons or corporations act as 
nodes and relationships between persons and/or corporations act as arcs; also the 
weight of an arc is equal to the Interest Affiliated Degree (IAD) of a direct tie.
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Then, we perform an extensive literature study about potential ‘Guanxi’ for 
corporations and find that a phenomenon named ‘board interlock’ has been researched 
deeply in Western economics referring to the practice of members of a corporate board 
of directors serving on the boards of multiple corporations. However, scholars have 
paid too much attention to the relationship between corporations constituted by the 
board interlock but neglected the critical role of the interlocking relationship between 
the corporations’ controllers. We believe that the ties between controllers are more 
important in China or other emerging economies where ‘Guanxi’ has been rooted in the 
blood of normal people. Moreover, essentially the economic behavior of a corporation 
is a concrete embodiment of its controllers’ will. Besides, it is verified that in the 
process of economic transformation in China or other emerging economies, when the 
corporate governance is not mature, interlocking controllers tend to find loopholes in 
supervision to maximize their self-interests through legal-like-transactions. So this 
chapter coins a definition of controller interlock, which characterizes the interlocking 
relationship between corporations’ controllers.

After introducing the definition of CGN and the proposal of controller interlock, 
this chapter focuses on an important problem that is the detection of Interlock-based 
Tax Evasion (ITE) in CGN. This problem is then split into three basic questions,  
(i) how to define the controller interlock according to the economic environment of 
China (called Type-I question, for short), (ii) how to recognize the controller interlock 
ties between corporations’ controllers (called Type-II question, for short), and  
(iii) how to detect the suspicious groups of ITE (called Type-III question, for short).

In this chapter, to solve the Type-I question, the concept of controller interlock 
is coined based on the control relationships in Chinese corporations, drawing on the 
deeply researched board interlock concept. Moreover, to solve the Type-II question, 
we adopt a graph projection method to recognize the ties that meet the controller 
interlock pattern, then propose a component pattern-matching method based on the 
controller interlock ties to detect suspicious groups of ITE in order to solve Type-III 
questions. Finally, a number of experiments, based on seven-year period, 2009–2015, 
of one province in China, were performed and their results demonstrate that our 
proposed method can greatly improve the efficiency of tax-evasion detection.

2. Related Work

Board interlock analysis is an emerging topic in tax and economic field and has 
received considerable attention.

Board interlock analysis has been applied to industry dynamic analysis [12, 11, 
5, 8] and corporate decision making [1, 3]. Suominen et al. [12] considered board 
interlock as the tool of inter-organizational flows needed for innovation and growth 
of the companies, concentrating especially on inter-organizational flows of board 
networks or interlocks. Robins et al. [11] introduced a bipartite clustering coefficient  
to compare the global structural properties of the US and Australian interlocking 
company directors. Ma et al. [8] discovered a structurally autonomous sphere in board 
interlock network of Chinese non-profits associated with major political and social 
events in the State-society relationship. Connelly et al. [3] explored the diffusion of 
an emerging strategy through the interlocking directorate effected by incorporating 
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rational actors, potentially suppressive influences and network structural considerations 
besides examining a broad social network of interlocking directors in US firms.

Moreover, many researchers pointed out that there exists obviously an imitation 
effect between interlocked companies which can improve the companies’ profitability. 
For example, Chua et al. [2] used social network analysis to determine the relationship 
between interlocking directorates and corporate profitability drawn from 2010 Fortune 
500 companies and suggested that both interlocks and power asserted a positive linear 
relationship with companies’ profitability. Peltonen et al. [10] indicated the companies 
that have international revenue interlocking with each other and interlocked boards 
of directors have the potential to act as important information and resource conduits.

However, negative performance effects associated with board interlocks were also 
analyzed in some special environment. Liu [7] studied the effect of environmental 
dynamism on the relation between the interlocking directorates and the corporation’s 
performance in emerging economies, such as China. He pointed out that the output 
of the firms in the center of social networks constituted by interlocking directorates 
would be negatively affected. Croci et al. [4] used measures of vertex centrality to 
examine interlocking directorates and their economic effects and discovered a negative 
relationship between the firm’s value and the degree and eigenvector centrality of 
board interlock network in Italy.

3.  Definition of Corporate Governance Network and Controller 
Interlock 

3.1 Corporate Governance Network
A Corporate Governance Network (CGN) is formed to represent a kind of 
heterogeneous information network based on the CWNBM. Thus we first coin the 
definition of CGN used in this research work as follows:
Definition 1: A CGN is formulated as a quintuple:

 CGN = (V, E, W, VColor, EColor)
where
  •  V: {vp|p = 1, …, NV} denotes a set of nodes; 
  •  E denotes a set of all existing arcs, and let E = {epq} = {(vp, vq)|0 < p, q ⩽ NV}, 

where epq = (vp, vq) denotes that there exists an arc from the p-th node to the q-th 
node; 

  •  W: {wpq|0 < p, q ⩽ NV} denotes the weight (IAD) of the arc from the p-the node 
to the q-th node; 

  •  VColor: {LC, BC, CC}, where LC denotes the color of a legal person or director; 
CC denotes the color of a corporation; BC denotes the color of a shareholder. 
Using colors in VColor to classify V in CGN, we can draw the following 
conclusion V = {L ∪ C ∪ B}, where L = {vl|l = 1, …, NL, NL < NV} denotes all 
legal person or director nodes marked by the color LC, C = {vc|c = 1, …, NC, NC  
< NV} denotes all corporation nodes marked by the color CC, B = {vb|b = 1, 
…, NB, NB < NV} denoting all shareholder nodes marked by the color BC, then  
NL + NC + NB = NV; 
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 • EColor: {CL, HR, IN, TR}, CL denotes the unidirectional actual controller 
relationship between a legal person/director vl and a corporation vc, and if the 
color of the arc elc from vl to vc is CL, then elc is denoted as eCL

lc  and its weight 
is equal to 1, which is denoted as w(eCL

lc ) = 1; HR denotes the unidirectional 
share-holding relationship between a shareholder vb and a corporation vc, and  
w(eHR

lc   ) ∊ (0, 1]; IN denotes the unidirectional investment relationship between two 
corporations vc1 and vc2, and w(eIN

c1c2) ∊ (0, 1]; TR denotes the unidirectional trading 
relationship between two corporations vc1 and vc2, whose formula of weight is 
omitted because the weight is not considered in the rest of this chapter. Specially, 
CL, HR and IN belong to control relationship. 

From the view of control relationships and trading relationship, there are two parts 
in a CGN—the control network and the trading network. The control network covers 
all relationships (actual control, investment, share holding, etc.), which influence 
transactions between corporation nodes, except for the trading relationship.

3.2 Controller Interlock
A board interlock is defined as sharing a common member on respective boards of 
directors in which a person affiliated with one corporation sits on the board of directors 
of another corporation [6, 9].

In this chapter, we extend the connotations of board interlock and develop it into 
a concept that fits the Chinese economic environment:
 (i) The attention is changed from finding the interlocking relationship ties between 

corporations to mining the potential interlocking relationship ties between the 
corporations’ controllers. 

 (ii) The persons concerned are extended from simple director to multiple roles of 
controllers—director, legal person and shareholder. The relationships concerned 
are extended from simple director relationship between P and C to the cover of 
actual control, shareholding relationship between P and C, as well as investment 
relationship between C and C (C for a corporation, P for a person). Then, the 
influence from P to C is accordingly extended from direct control tie (P-C) to 
control trail (P-C-… -C), covering both direct and indirect influence. 

Based on the above extension, a controller interlock is defined as a tie between 
two controllers, each of whom sits on the board or executive of or has an indirect 
influence on a common corporation. 

4.  Controller Interlock Pattern Recognition

4.1 Interest Community Partition
Considering that the generated CGN is a large-scale graph, the first step is to partition 
the CGN into a series of small weakly-connected subgraphs by applying divide 
and conquer strategy. This step is inspired by an intuitive idea that the topology of 
controller interlock structure is included in one component of a control network as it 
belongs to a connected graph and is constructed solely by control arcs. Meanwhile, 
a trading relationship arc that connects two unconnected components of a control 
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network is an unsuspicious trading relationship. Obviously, this means that there is 
definitely one party (node) not involved in two components at the same time behind 
the trading relationship arc. Therefore, the i-th maximal weakly connected subgraph 
of a control network and the trading relationship arcs between its corporations’ nodes 
form the i-th interest community of a CGN, denoted as subCGN(i). The control part 
of subCGN is denoted as subCtrlNet, and the trading part of subCGN is denoted as 
subTraNet.

4.2 Potential Component Pattern Base (PCPB) Construction
Each suspicious group of ITE consists of two potential control relationship trails (see 
Definition 2) behind an IAT with a controller interlock tie between the start nodes 
of each trail (controller). Therefore, it is necessary to construct a PCPB to record all 
potential control relationship trails throughout the corresponding subCtrlNet in the 
form of InP-OutC walk (see Definition 3). To this end, a novel parallel label propagate-
based control relationship trail traversal algorithm is presented, which is carried out in 
each subCtrlNet to obtain its PCPB. The main steps of the algorithm are as follows:

Step 1: Initialization process
First, initialize each node with a unique identification label (IdLabel). Meanwhile, 
suppose that each node in a subCtrlNet carries a local trail set LTrailSet, which stores 
control relationship trails ended by the node itself. Append the unique IdLabel of 
each Person node (one node as a trail) to its LTrailSet for initialization, and define the 
LTrailSet of each Corporation node to a null set. Meanwhile, define a global trail set 
GTrailSet to store all static IRR trails in the subCtrlNet and initialize it to be a null set.

Step 2: Propagation process
Let the LTrailSet of each node (Person node only for the first loop) propagate to its 
neighbors by tracing the directions of its adjacent edges. Then, remove the nodes 
which have not received any LTrailSet from neighbors and break the ties to its 
neighbors. Next, count the number of nodes in the subCtrlNet. If the number is equal 
to zero, then the algorithm is terminated and GTrailSet is the PCPB that records all 
static IRR trails throughout this subCtrlNet; otherwise, continue.

Step 3: Updating process
Each node updates its LTrailSet based on the LTrailSet collected from its neighbors. 
The detailed update operation on each node consists of the following three steps:  
(i) pop its LTrailSet to the GTrailSet, (ii) merge the LTrailSet collected and remove 
the component trails containing the IdLabel of this node, and (iii) append the IdLabel 
to the rest of the component trails, and update the LTrailSet of this node by the set of 
the new trails obtained.

Steps 2 and 3 are performed iteratively until the termination condition is met. 
Then, all control relationship trails throughout each subCtrlNet are recorded in the 
corresponding PCPB, and a copy of each trail is distributed to the LTrailSet of the 
node with IdLabel equal to the last element of the trail. The pseudo code of the above 
three-step approach is shown in Algorithm 1.
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Definition 2: Potential control relationship trail 
A potential control relationship trail is a trail, T, meeting the following conditions:

T = {(p, c1, c2, …, cn)|p ∈ P, c1, c2, …, cn ∈ C, (p, c1), (p, c2), …, (cn, c) ∈ E}

Definition 3: Person-node-start-and-corporation-node-stop walk (InP-OutC walk)
A Person-node-start-and Corporation-node-stop walk is a trail belonging to a set of 
trails in a control network and does not contain any trading arc, which is started by a 
Person node and stop by a Corporation node.

4.3 Controller Interlock Pattern Recognition
A controller interlock is defined as a tie between two controllers, each of whom sits 
on the board or executive of or has an indirect influence on a common corporation. 
To address the problem of controller interlock pattern recognition, we first propose 
a bipartite network-based model for characterizing the control relationship between 
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corresponding PCPB, and a copy of each trail is distributed to the LTrailSet of the
node with IdLabel equal to the last element of the trail. The pseudo code of the above
three-step approach is shown in Algorithm 1.

Algorithm 1: PCPB Construction
Data: controlEdges - represent control relationships between P and C or C and

C;
nodes - represent person and corporations;

Param: thresholdWeight - parameter used to filter control arc;
maxLength - parameter used to determine when to stop;

Output: trailSet - all trails satisfy weight and length demands
1 trailSet = list();
// filter edges by weight highher than thresholdWeight

2 foreach edge of controlEdges do
3 if edge[weight] <thresholdWeight then
4 remove edge from controlEdges;

// initial node’s attribute to a 2D list in which each 1D

node list regard as a trail

5 foreach node of nodes do
6 if node[type] == human then
7 node[attr] = list(list(this)) ;

// get all trails along controlEdges

8 pregel(maxIteration = maxLength,curLength =1,
9 sendMsg =

10 foreach edge of controlEdges do
11 foreach trail of edge[src] [attr] do
12 if trail[length] == curLength then
13 trail.append(edge[dst]);
14 if trail don’t have circle then
15 send trail to edge[dst];

16 mergeMsg = gather Msgs send to same nodes,
17 vprog =
18 append mergedMsgs to trailSet;
19 append mergedMsgs to node[attr];
20 curLength += 1;

21 );
22 return trailSet

Definition 2. potential control relationship trail
A potential control relationship trail is a trail, T , met the following condition:
T = {(p,c1,c2, . . . ,cn)|p ∈ P,c1,c2, . . . ,cn ∈C,(p,c1),(p,c2), . . . ,(cn,c) ∈ E}
Definition 3. Person-node-start-and-corporation-node-stop walk (InP-OutC

walk)
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persons and corporations and generating a Person-Corporation Bipartite Network 
(PCBN). Then, we accomplish the task of controller interlock tie construction by 
mapping the PCBN on to a unipartite network of Person called a P-projected graph.

For each potential control relationship trails in a PCPB, in the form of InP-OutC 
walk, the first and last node (p and c) are extracted to form the Person node set, P, and 
the Corporation node set, C, and the edge (p, c) forms the edge set E. Then the PCBN 
can be represented by a bipartite graph PCBN = {P, C, E}, where P and C are two 
parts of the nodes in PCBN. E is the set of edges in PCBN. There is no edge between 
the nodes in the same set of P and C; namely, every edge (p, c) ∈ E satisfies p ∈ P, and 
c ∈ C. We use N(p) = {c|c ∈ C, (p, c) ∈ E} to denote the set of Corporation neighbors 
of Person node p in PCBN.

To analyze the controller interlock ties in the PCBN, we map it on to a P-projected 
graph (see Definition 4).
Definition  4: (P-projected graph). Given a bipartite graph PCBN = {P,C, E}, its 
P-projected is defined as a unipartite graph PCBNP = {P, EP} where the set of edges is 
EP = {(p1, p2)|p1, p2 ∈ P, ∃c ∈ C, c ∈ N(p1) ∩N(p2)}.

From the definition, we can see that if Person part nodes p1 and p2 in the bipartite 
network PCBN have at least one common neighbor in the Corporation part, then there 
exists a controller interlock tie (p1, p2) in the P-projected graph PCBNP. The detailed 
process is described in Algorithm 2.Detecting Controller Interlock based Tax Evasion Groups in a Corporate Governance Network11

Algorithm 2: Controller Interlock Pattern Recognition
Data: trailSet - PCPB returned by Algorithm 1
Output: ciEdges - all controller Interlock ties between P and C;

1 ciEdges = list();
2 groupedTrail = trailSet.
3 map((trail[head],trail[last])).groupBy(trail[head]) ;
4 foreach (controller1,controlList1) of groupedTrail do
5 foreach (controller2,controlList2) of groupedTrail do
6 if controlList1 intersect controlList2
7 and controller1 is not controller2 then
8 ciEdge.append(Edge(controller1,controller2));

9 return ciEdges;

Algorithm 3: Suspicious Tax Evasion Group Identification

Data: tradeEdges - represent trading relationships between C and C;
trailSet - PCPB returened by Algorithm 1;
ciEdges - controller interlock ties returned by Algorithm 2;

Output: patterns - nodes which is on suspicion of tax evasion;
1 trailStartWithCI = list();
2 patterns = list();
// combine ciEdge with acquired trails

3 groupedTrail = trailSet.
4 map((trail[head],trail[last])).groupBy(trail[head]) ;
5 foreach ciEdge of ciEdges do
6 foreach trail of groupedTrail.get(ciEdge[dst]) do
7 trailStartWithCI.append(list(ciEdge[src])+trail)

// regroup the combined trails

8 groupedTrail = trailStartWithCI.groupBy(trail[last]) ;
9 foreach tradeEdge of tradeEdges do

10 srcTrails = groupedTrail.get(tradeEdge[src]);
11 dstTrails = groupedTrail.get(tradeEdge[dst]);
12 if exist srcTrail in srcTrails, dstTrail in dstTrail:
13 srcTrail exchange first two node with dstTrail then
14 patterns.append(tradeEdge[src]);
15 patterns.append(tradeEdge[dst]);
16 return patterns;

5.  Suspicious Tax Evasion Group Identification 

According to Definition 5, a series of FIT-OutC walks are constructed by carrying out 
first-interlock-tie join (see Lemma 1) based on the PCPB and controller interlock ties. 
Then, the topologies pattern of ITE can be redescribed as two FIT-OutC walks with 
the same controller interlock tie that are behind a transaction.

For each trading relationship arc, tra, in subTraNet(i) (i = 1, …, L), extract the 
LIntrlSet of tra’s source vertex src and destination vertex dst from the InPCPB of 
subCGN(i). If there exist trails ∈ LIntrlSet(src) and traild ∈ LIntrlSet(dst), such that 
the combination of trails, traild and tra meets the topology pattern referred above, then 
we say that the two trading parties of tra are in suspicion of being involved in ITE, 
that is, tra belongs to interest affiliated transaction, and trails and traild are suspicious 
relationship trails. The detailed process is described in Algorithm 3.
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Definition  5: First-controller-interlock-tie-start-and-corporation-node-stop walk 
(FIT-OutC walk) is a trail produced by a first-interlock-tie join (see Lemma 1), which 
adds a controller interlock tie to the start of a trail that belongs to the set of InP-OutC 
walks (PCPB). The newly generated local and global FIT-OutC walk set is named 
as LIntrlSet and InPCPB corresponding to those of InP-OutC walk set, respectively.
Lemma 1: If a controller board tie is added to a head in a control relationship tails 
and it forms a new walk, nw, then nw is a trail. We can call this controller interlock tie 
added operation first-interlock-tie join.

6.  Experimental Evaluation 

6.1 Experimental Design
Data Set and Preprocess. Experiments based on the real tax data of S province in 
China from 2009 to 2015 are carried out. A series of CGNs are generated from the 
data monthly, the average of which includes 2,872,469 nodes and 2,488,982 arcs. 
Meanwhile, audit results of seven years are used as the data set. Each of the results 
is a conclusion drawn from the inspection of a company’s financial affairs, which 
includes the company’s taxpayer ID and inspection identifier (i.e., 1 for tax evasion 
and 0 for non-tax evasion). In the data set, 19328 ITE companies and 18209 non-ITE 
companies are included for each month in an average.
Evaluation Technique. For each taxpayer, t, in the dataset, identification methods  
are applied to detect whether it belongs to the trading parties of a suspicious tax 
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Algorithm 2: Controller Interlock Pattern Recognition
Data: trailSet - PCPB returned by Algorithm 1
Output: ciEdges - all controller Interlock ties between P and C;

1 ciEdges = list();
2 groupedTrail = trailSet.
3 map((trail[head],trail[last])).groupBy(trail[head]) ;
4 foreach (controller1,controlList1) of groupedTrail do
5 foreach (controller2,controlList2) of groupedTrail do
6 if controlList1 intersect controlList2
7 and controller1 is not controller2 then
8 ciEdge.append(Edge(controller1,controller2));

9 return ciEdges;

Algorithm 3: Suspicious Tax Evasion Group Identification

Data: tradeEdges - represent trading relationships between C and C;
trailSet - PCPB returened by Algorithm 1;
ciEdges - controller interlock ties returned by Algorithm 2;

Output: patterns - nodes which is on suspicion of tax evasion;
1 trailStartWithCI = list();
2 patterns = list();
// combine ciEdge with acquired trails

3 groupedTrail = trailSet.
4 map((trail[head],trail[last])).groupBy(trail[head]) ;
5 foreach ciEdge of ciEdges do
6 foreach trail of groupedTrail.get(ciEdge[dst]) do
7 trailStartWithCI.append(list(ciEdge[src])+trail)

// regroup the combined trails

8 groupedTrail = trailStartWithCI.groupBy(trail[last]) ;
9 foreach tradeEdge of tradeEdges do

10 srcTrails = groupedTrail.get(tradeEdge[src]);
11 dstTrails = groupedTrail.get(tradeEdge[dst]);
12 if exist srcTrail in srcTrails, dstTrail in dstTrail:
13 srcTrail exchange first two node with dstTrail then
14 patterns.append(tradeEdge[src]);
15 patterns.append(tradeEdge[dst]);
16 return patterns;
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evasion group. Then, the obtained conclusion, C, is compared with the actual audit 
results (i.e., the ground truth) from the following two aspects: (i) when the identifier  
of t equals to 1, t is correctly identified if C contains any recognized suspicious group; 
(ii) when the identifier of t equals to 0, t is not falsely alarmed if C is returned to  
be null.
Evaluation  Criteria. To evaluate the performance of our proposed identification 
methods, two metrics, which are Identification Precision and Hit Rate, are employed.

Identification Precision (IP) is the faction of companies which are predicted 
to be suspicious, and are really involved in evasion. Hit Rate (HR) is the fraction 
of companies which really carry out tax evasion behaviors and are subsequently 
successfully identified. A higher Identification Precision and Hit Rate indicates a 
higher identification capacity.
Method  for  Comparison. In the experiments, we use traditional board interlock 
for comparison, since both traditional board interlock and our proposed controller 
interlock refer to the practice of controllers sharing influence on multiple corporations.

For these two interlock concepts, graph-based models are employed to characterize 
the patterns, each of which is formed by two potential control relationship trails and 
one interest affiliated transaction arc. The construction of suspicious relationship trails 
is affected by two factors: (i) Th: the weight threshold for control arcs, and (ii) L: the 
max length limit for suspicious potential control relationship trails. Fewer control arcs 
will be regarded as sufficiently influential if we set a higher Th, and subsequently, 
fewer trails will be constructed. Likewise, the same condition will occur if we set a 
smaller L.

The experimental results will show the influence of diversity of suspicious 
relationship trail construction factors (i.e., Th and L) on evaluation metrics through 
numerical statistic and analysis.

6.2 Experimental Results
The Effect of Different Methods. Tables 1 and 2 show the comparisons of effects 
(Identification Precision and Hit Rate) obtained by controller interlock method and 
board interlock method. While the effects are different under different evaluation 
metrics, controller interlock method as a whole achieves a better performance than 
board interlock method. Specifically, the improvements are significant with respect 
to Hit Rate and much smoother with respect to Identification Precision. As shown 
in Table 1, taking L = 2, Th = 0.3 as an example, the effects of controller interlock 
method are described as follows: (i) its Identification Precision is approximately equal 
to board interlock method; (ii) its Hit Rate is much higher, with improvements being  
237 per cent. In conclusion, compared with board interlock method, controller interlock 
method greatly improves the Hit Rate of tax evasion identification and simultaneously 
achieves a similar Identification Precision.
The Effect of Weight Threshold. Table 1 and Fig. 1(a) show the effects with respect to 
Th. Similarly, the effects of both methods show substantial differences among various 
settings of Th. During the increase of Th (from 0 to 0.9), Hit Rate decreases sharply. 
The reason is that as Th increases, a greater number of weak control arcs are filtered 
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Table 1:  Effects with respect to Th.

Th
Controller Interlock Board Interlock

IP HR IP HR

0.1 0.7850 0.0331 0.8025 0.0101

0.2 0.7810 0.0316 0.7957 0.0095

0.3 0.7748 0.0283 0.7874 0.0084

0.4 0.7793 0.0258 0.7772 0.0074

0.5 0.7768 0.0225 0.7815 0.0061

0.6 0.7674 0.0188 0.7759 0.0047

0.7 0.7621 0.0162 0.7529 0.0033

0.8 0.7618 0.0151 0.7246 0.0026

0.9 0.7690 0.0131 0.7069 0.0021

Table 2: Effects with respect to L.

L
Controller Interlock Board Interlock

IP HR IP HR

1 0.7764 0.0282 0.7874 0.0084

2 0.7748 0.0283 0.7874 0.0084

3 0.7748 0.0283 0.7874 0.0084

4 0.7748 0.0283 0.7874 0.0084

5 0.7748 0.0283 0.7874 0.0084

(a) Identification coverage with respect to W (b) Identification coverage with respect to L

Fig.  1: Identification coverage with respect to W and L (CI for controller interlock, BI for board 
interlock).

and fewer potential control relationship trails will be involved in PCPBs, which means 
less evidence can be used to identify tax evasion behaviors. Thus, it will lead to a 
decrease in Hit Rate. Meanwhile, we find that Identification Precision remains stable 
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when Hit Rate decreases, which means that ITE behaviors are irrelevant to the IAD 
of control relationship.
The Effect of Max Length. Table 2 and Fig. 1(b) show that Identification Precision 
and Hit Rate remain stable with increasing L; the increase is not significant when 
L changes from 1 to 5. Theoretically, if the max length is larger, there will be more 
potential control relationship trails involved in PCPBs. We analyze the reason and find 
that though there are many additional suspicious groups of ITE with larger lengths of 
control trails when L gets larger, the extra corporations identified are quite few as most 
of the corporations newly discovered are replicated with prior findings.

7.  Conclusion

This chapter focuses on the detection of corporations evading tax via interest affiliated 
transactions that are controlled by a potential interlocking relationship between the 
corporations’ controllers. A concept named ‘controller interlock’ is first coined based 
on the control relationships in Chinese corporations, drawing on the deeply researched 
board interlock concept. Next, a graph projection method is adopted to recognize the 
ties that meet the controller interlock pattern between corporations’ controllers. Then, 
a component pattern matching method is proposed to detect suspicious groups of ITE 
based on the controller interlock ties recognized. Finally, a number of experiments, 
based on seven-year period (2009–2015) of one province in China are performed and 
the results demonstrate that our proposed method can greatly improve the efficiency 
of tax evasion detection.
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Chapter 13
Defending Web applications against 
JavaScript Worms on Core Network 

of Cloud platforms
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1. Introduction

Online Social Networks (OSN) are the virtual places that facilitate communication. 
Today, many OSNs have millions of active users. Most accepted and biggest OSN is 
Facebook with greater than 1 billion vigorous users. Social networking is not limited 
to informal use however; it is used for formal purposes. The user on these networks 
stores the pool of information (personal/professional) and therefore, hackers are paying 
more attention towards these sites. Hackers can make use of this accessible information 
for their malicious activities. To offer online users with enhanced services, the OSNs 
utilize the capabilities of JavaScript or related contemporary platforms of programming 
language. The support for such language platforms provides fertile platform for JS 
worm injection vulnerabilities [1]. The injection of such worms gives rise to Cross-Site 
Scripting (XSS) threats [2]. Actually Cross-Site Scripting abbreviation was CSS but 
since it matches with Cascading Style Sheet, it was changed and made XSS. Cross-
Site Scripting is the name coined by Microsoft Engineers in 2000. Many attacks, which 
exploited JS vulnerabilities, have been witnessed before; one such instance occurred on 
the release of My Space Online Social Networking Site on October 4, 2005. The site was 
attacked by a XSS worm, JS. Space hero (popularly known as Samy) was designed by 
Samy Kamkar. More than a million users had run the destructive payload, which resulted 
in the unmatched spreading of Samy. Samy actually carried a malicious script which 
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displayed string, “but most of all, Samy is my hero” on the My Space profile page of 
the victim. Another XSS attack happened on the multinational e-commerce corporation 
eBay Inc. in 2016, when their user login page was injected with a pernicious script by 
the attacker and which would have returned an error message upon entering the user 
e-mail and eBay password. According to recent statistics, JS worm injection attacks are 
highly seen vulnerabilities in web applications. Such vulnerabilities are present in web 
applications because of the incorrectly validated user input. Furthermore, extenuating 
all possible JS worm injections is impossible because of the scope and complexity of 
current web applications and the countless behaviors in which browsers call upon their 
JS engines. Initially, when XSS was exploited due to the injection of JS worm, it was 
classified in two categories: Stored XSS and Non-Persistent XSS. Later on, a third 
category of XSS, i.e., DOM-based XSS was defined in 2005 [3]. 

In the modern era, where cloud computing is very popular, cloud security is a topic 
of great concern. Nowadays, many commercial IT organizations are using the features 
of cloud computing by accessing services of Online Social Network (OSN) instead of 
going in for expensive traditional computing, which necessitates the requirement of a 
physical computer memory and a high energy cost. In this era of Web 2.0 and HTML5 
technologies, OSN is considered to be a most used method for sharing information as 
it is known that settings used for cloud computing are installed on the internet rather 
than on a single machine. Therefore, many internet infrastructural web application 
vulnerabilities exist in the background of cloud computing-based environments. 
Cross-Site Scripting (XSS) attacks are the most critical security concerns for web 
applications. According to Acunetix Web Application Vulnerability Report, 2017, 
almost 50 per cent of websites are vulnerable to XSS attack [4]. In 2015, the report 
stated that only 33 per cent of the web applications were vulnerable to XSS attack. It 
can be inferred from the report that there has been an increase of 17 per cent in a number 
of web applications, which are vulnerable to XSS attack. Cross-Site Scripting (XSS) 
was the most common type of attack used (39.2 per cent) to exploit web applications 
in 2017. It is also represented that SQL Injection, which used to access sensitive 
information or run OS commands for further penetration of a system, comes second 
in being the most-used attack (25.1 per cent). It is expected that Cross-Site Scripting 
and SQL Injection will continue to be more than half of the attacks used to exploit 
web applications. In addition to XSS and SQL Injection, Information Leak and XML 
Injections, which are involved in a disclosure of information, are also among major 
threats (8.8 per cent). Many researchers have observed that the effect of XSS attacks 
varies on the type of web browser utilized, so the quality of XSS attacks on the web 
module depends on the type of browser being used [5–10]. The author’s contribution 
to this paper is to provide a novel approach of using script property function on virtual 
machines of cloud and on the edge network of Fog device to protect web applications 
from XSS attacks [11–16]. The following points explains why a large number of web 
applications are vulnerable to XSS:

Solitary use of Server-side Defense Mechanisms are Insufficient: Server-side 
content validation is the most commonly adopted practice for XSS defense. Purely 
server-side mitigation strategies work on the assumption that parsing/rendering on 
the client browser is uniform with the server-side processing. But in reality, this 
uniformity has been missing and the client side authentication of input cannot be taken 
on trust. The flaw has been targeted by several attackers in recent times. A string 
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on server, such as <button onclick:=attack_code> is interpreted by the browser as 
<button onclick=attack_code>, and attack_code is executed by JavaScript engine.

Content Authentication is a Fallible Mechanism: Validation of untrusted data is 
also a commonly used mechanism to prevent XSS. Sanitization is one such kind 
of authentication, which removes possibly malicious elements from untrusted data. 
Escaping is another kind which converts dangerous elements, preventing them 
from being interpreted by the JavaScript engine. Special characters have shown that 
sanitization mechanisms are frequently insufficient to prevent all attacks, especially 
when the web application developers use custom built-in sanitization functions 
provided by popular server-side scripting languages, such as PHP. These PHP built-
in sanitization functions check the user input and authenticate the data briskly. The 
filter_var() function of PHP removes the character having ASCII value greater than 
127 and also removes the HTML tags; hence it ignores the special characters in the 
user input, leading to the improper sanitization of the content.
Lack of Developer’s Skills: For online Social Networking, the need of the hour is to 
provide easy mutual receiving and returning of data to the user. This also facilitates 
direct intercommunication of the attacker with the application’s process. Also, 
developers do not focus on making the Online Social Networking applications more 
secure against such attacks and hence they increase the vulnerability for the OSN 
against different attack vectors.

Based on verifiable observations, we have listed out three requirements for XSS 
protection. The defense should not be solely dependent on server-side sanitization. In 
addition to it, we should have a client-side sanitization process. The defense should 
not rely only on detection of common symptoms of malicious activities, like cross-
domain sensitive information theft. The defense must restrict unreliable data in a 
manner which is reliable with both the browser implementation and user configuration.

2. Background of XSS Attack

Cross-Site Scripting is the most prominent attack on OSN-based web applications. 
These attacks are in use to steal sensitive credentials of the active users or hijack their 
sessions on the web application by inserting malicious scripts in injection point of the 
cloud-based OSN application, or can even install a new web browser when the user 
clicks on to some malicious link which the attacker can deploy into webpage or to our 
OSN accounts by injection of malicious scripts, using XSS. Web applications, which 
are having large number of user input fields, like blogging web applications, are more 
vulnerable to XSS attacks. With XSS, the attacker can take control all input and output 
data of a website by modifying the content of the website. XSS also plays an important 
role in bypassing the SOP concept. SOP (Same Origin Policy) concept forbids websites 
to retrieve content from pages with another origin. For example, Website www.JSsanspf.
com/login.html information cannot be accessed by www.cracker.com; instead it can be 
accessed by www.JSsanspf.com/form.html as it belongs to the same origin. By forbidding 
access to cross-origin content random websites cannot read or modify data from SOP-
enabled web application page while logged into them. XSS attack is tremendously 
harmful and a prevalent security issue to web applications [8–10]. A successful XSS 
attack can result in severe security damages for not only the user, but also for the web 

http://www.JSsanspf.com
http://www.JSsanspf.com
http://www.cracker.com
http://www.JSsanspf.com
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application. Whenever it is the case that HTML code is generated dynamically and the 
user input is not sanitized and reflected on the page, it is vulnerable to an XSS attack, 
as an attacker can insert his own HTML code over there. The web browser’s JavaScript 
engine will run the XSS code as it will consider it as a response sent by the OSN server 
deployed at the virtual machine of the cloud platform. By doing so, the attacker is able 
to access other pages on the same domain and can read data or set cookies. XSS has 
appeared as one of the severe dangers to the World Wide Web. Figure 3 illustrates the 
abstract view of the procedure used for XSS attack on a vulnerable web application. It 
is also clearly reflected in the same figure that three parties (i.e., attacker, web browser 
and victim device) are involved in the XSS attack procedure. For XSS attack to happen, 
the attacker injects malicious JavaScript in an injection point which can possibly be a 
comment section or any user input field of the web application. The malicious JS attack 
vector gets saved into OSN server’s database. Now, when the client requests (HREQ) 
for the web page from the OSN server, which is deployed at a virtual machine of the 
cloud platform, the OSN server responds with an HTTP response (HRES), which also 
contains the malicious JS code and the code runs on the machine of the client. As the 
web application is attacked, all important information of the user can be stolen [11–14].

2.1 Categorization of XSS Attacks
XSS attacks are divided into four categories, namely non-persistent, persistent, and 
mutation-based and Document Object Model (DOM)-based XSS attacks. All the four 
categories of attacks differ in the way of exploitation on web applications but all have 
the same goal of stealing user credentials.

2.1.1 Non-persistent Cross-site Scripting Attack

It is also known as Reflected XSS. In this type of attack, the user sends a user’s input 
via HTTP Request (HREQ) to OSN server, and the server responds with an HRES, 
which contains whole un-sanitized user input in an error message, or a search result, 
or any other kind of response. This attack is also known as TYPE 1 XSS because the 
attack is carried out through single request/response cycle [6–7]. 
Figure 1 explains one pattern of non-persistent XSS attack.

Fig. 1: Exploitation of non-persistent XSS attack.
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2.1.2 Persistent Cross-site Scripting Attack

This attack is also known as Non-Reflected XSS attack. As shown in Fig. 2, in this 
attack, the attacker injects a malicious code in an injection point and the code gets 
saved in the database of the OSN server. When the client requests for the page, the 
OSN server responds by sending the page which also contains malicious code, which 
is considered a developer-written script by the browser, and the JavaScript engine 
executes the code. Persistent attacks are less frequent as the injection points are few 
and are quite difficult in identifying, but at the same time, they are more dangerous 
than non-persistent attacks, because the latter attack only one user, but persistent 
attacks affect all those users who requested for the malicious code-containing  
page [12–14].

Table 1: Summary of types of XSS vulnerabilities.

Type Name Vulnerability 
Location 

Description Exploitation 
Level

0 DOM-based Client-side 
script

Use of document object to write 
html by client-side script

High

1  Non-persistent Server-side 
script

User’s supplied data is used by the 
server to produce results which may 
not be properly encoded

High

2 Stored,
Persistent

Server-side 
script 

User’s supplied data stored on 
server for later display without 
proper encoding

Low

2.1.3 DOM-based XSS Attack

DOM XSS is a type of cross-site scripting attack which relies on inappropriate handling 
of the data from its associated DOM of HTTP response [6–9]. Most of the readers 
get confused between DOM-based XSS attack and reflected XSS attack. DOM-based 
XSS modifies the document object model of the web page and the JavaScript code are 
executed in the application though it look similar to the reflected XSS attack but the 
difference between them is that when we change the DOM data, the data never goes 
to the server. This means that the attack takes place at the client side only, that is, the 
server side attacks are not affected by it. Table 1 highlights the summary of different 

Fig. 2: Exploitation of persistent XSS attack.
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classes of XSS vulnerabilities. There are several objects in DOM, which an attacker 
can manipulate in order to create the XSS condition.

2.2 Inefficiency of Existing Solutions
In view of the growing popularity of the XSS-Guard [17] and the limited use of the 
source code of web applications in their experiments on malicious script detection 
particularly aiming to look at online users endpoints, non-source code analysis in XSS 
attack prediction and False Positive Rate (FPR) assessment are gaining momentum, 
more specifically on the platforms of OSN. In recent years, tremendous progresses 
has been made in web proxy-based monitoring systems [18, 19] which are constantly 
omitting the designing and development of precise sanitizers and their appropriate 
placement in the source code of web applications. 

Recently, machine learning algorithms (Naïve Bayes, Support Vector Machine 
(SVM) and J48 Decision Tree) have emerged as fast and cost-effective alternative 
techniques for early assessment of malicious script attack vectors [20]. Commercial 
expert systems (like AppScan, N-Stalker, Zed Attack Proxy, WebInspect and 
Acunetix) are constantly utilized by web developers in predicting the XSS attack 
vectors [21]. The drawback of these scanners is that they use regular expressions 
to detect the presence of dynamic content that results in low fidelity and banning 
of benign HTML content. Therefore, for many years, FPR of such techniques has 
been still uncontrollable. Most of the recent XSS defensive techniques are platform-
dependent, as different parsers have different ways of interpretation of script content 
and hence, web browsers have a variety of different parsing quirks. To solve this issue, 
a customized platform-independent HTML parser (i.e., BIXSAN) generates a parse 
tree at browser-side to reduce the irregular behavior of web browsers [22]. Later on, 
it was evaluated on several infrastructures of web browsers (such as Opera, Netscape, 
Internet Explorer (IE), Firefox Google Chrome) and found to be less adaptive, since 
it demands re-architecturing of the existing infrastructure of such web browsers. 
In addition, the infrastructure settings of such existing techniques are not scalable 
enough to be integrated effectively and evaluated for the web applications hosted on 
the virtual machines of cloud platforms.

XSS exploitations are practised in two forms—stored and reflected XSS, and 
malicious script code is usually introduced on the server-side. Innumerable defensive 
solutions exist for the two classes of XSS worms. Despite the many solutions 
available, very few are up to the mark against the latest type of XSS attacks; for 
instance, one factor is introduction of HTML5, though HTML5 is helping to achieve 
high caliber for the Web applications in terms of facilities, design and evolving user 
instructiveness at a whole new different level and is also viewed as a substitute for the 
Adobe’s Flash and Microsoft’s Silverlight. Also HTML5 hurled us with new security 
challenges and attack vulnerabilities which need to be taken care of while developing 
web applications. HTML5 offers Cross Origin Resource Sharing (CORS) which 
circumvent SOP and hence increases the vulnerabilities against attacks, like XSS, 
CSRF. HTML5 offers many APIs like web worker, history and properties including 
<video>, <source>, <autofocus> tags are used for creating new XSS attack vectors 
like,

<video><source on error= “<script>alert(“XSS ATTACK”)</script>”></video>
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Contemporary web browsers or available XSS attack filters are inefficient against 
these new HTML5 attack vectors. Furthermore, unlike another language, malicious 
functions are detected at the runtime [7]. Moreover, most of the web applications allow 
third-party JavaScript through <script>tag or link tag <a> which is the main reason 
for such attack. Thus, the code is retrieved directly from the third-party source and 
processed immediately. So this code is not controlled by the application at the host and 
not even at the web servers. Therefore, there is a requirement for a DOM-based XSS 
attack-defensive solution, which will ferret out the XSS attack vectors and diagnose 
them with an effective mechanism of sanitizing/filtering the HTML5 XSS attack 
vectors. A majority of the available techniques count on methods of string matching, 
which was not able to recognize the skewed JavaScript attack vector injections. 
Moreover, the choice of parser also matters a lot as JSOUP parser can sanitize the 
white list, so that can be a good choice. Sanitization/filtering of dangerous variables of 
JavaScript code without assessing their context is an ineffective sanitization technique 
in attenuating the effect of the JavaScript attack vector.

3. Browser-independent Sanitization Framework

The authors suggested a novel script comment estimation and browser-independent 
sanitization framework that scans for such malicious attack vectors on web applications 
hosted on the virtual machines of cloud platforms. Existing state-of-art [2–4] based 
on browser-dependent sanitization mechanism has succeeded in only revealing the 
external context of such illicit literals/variables of script code and subsequently injects 
the sanitization primitive routine functions in them. It is undoubtedly true that unless 
the technique is not able to find such diverse context of script code, the sanitization 
is not an effective mechanism for alleviating the effect of XSS worms from the web 
applications. Based on this severe research gap, the authors introduced an enhanced 
browser-independent run-time dynamic parsing and sanitization of JS worms in the 
cloud-hosted web applications. 

The proposed framework works in two routines, i.e., script comment injection 
and script comment assessment. Commencing with the script comment injection 
phase, it includes parsing of the web application module by the web parser to which 
the DOM generator generates a corresponding DOM tree. DOM generator receives 
URL links as its input from the parser. The features of the script code extracted from 
its corresponding DOM tree are estimated and injected in the original source code. 
Script comment repository reserves the injected features, along with the source code. 
Further, working with the script comparator routine, the HTTP request is forwarded to 
the web server to which a corresponding HTTP response is received by the browser. 
The hidden injection points are managed by the HTML parser and are provided to the 
script link extractor to excerpt the required script code.

The authors have proposed a novel sanitization mechanism—JavaScript-Sanitizer 
using Script Property Function (JS-SANSPF), an injection and congregation-based 
sanitization framework which uses Script Property Function. The framework is 
proposed to run in two modes, namely training mode and detection mode. Training 
mode is carried on when the web application is just developed and is ready to be put 
on OSN server. Detection mode is carried on whenever there is an HTTP request for 
the web application. It is proposed that the script property functions are calculated 
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in training mode and in detection mode. The calculations done in training mode are 
saved and are matched with the calculations done in the detection mode. If both the 
calculations are same, then the HTTP response is free from any XSS attack vector, and 
if the calculations don’t match, it can be inferred that HTTP response contains XSS 
attack vector and needs to be sanitized.

3.1 Abstract View
Here, the authors briefly discuss the proposed framework, which is as highlighted 
in Fig. 3. The framework is proposed to work in two modes called Training mode 
and Detection mode. Training mode is a one-time activity and it runs when the web 
application is just developed and is ready to be put on OSN server. In the Training 
mode, it is proposed that the framework will identify and locate possible injection 
points of the web application, and will calculate property functions of the script found 
in injection points. Detection mode is executed on the edge network of Fog devices, 
whenever there is an HTTP Request for the web application. Before executing Detection 
mode, the original SPF which were calculated by Training mode are appended to the 
HTTP Response (HRES). In the Detection mode, the framework will calculate Script 
Property Function (SPF) of HRES and will compare it with the original SPF. If the 
comparison result outputs that the both SPFs are same, the HRES will be sent to the 
client. Else, HRES will be sanitized and then sent to the client. The sanitization is 
a sophisticated process consisting of the congregation of same looking scripts, and 
then creating templates of the congregation so that scripts of a congregation can be 
represented by a single template. The templates are then sanitized by using efficient 
algorithms. Figure 4 also illustrates the flowchart of both the modes of our framework.

3.2 Detailed View
Here, the authors discuss the detailed view of the framework as highlighted in  
Fig. 6. The JS-SANSPF framework operates in two modes, namely training mode and 
detection mode.

3.2.1 Training Mode

This mode is a one-time activity, which is executed when a web application is just 
developed and is ready to be put on OSN server. In this phase, the web application 

Fig. 3: Abstract view of defensive model.
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module is first crawled to check whether it is a static web page or a dynamic web page 
on the basis of the input field of the data. The input given to this web module is the 
extracted web page, retrieved by the crawler. The input is parse to check whether the 
web page is static or dynamic. If the output of the module is static in nature, then it is 
directly passed through the parser and generates the Document Object Model (DOM), 
but if the module is dynamic in nature, then it is crawled by Crawljax crawler. The 
output of the crawler is then passed through HTML Component Parser, which parses 
HTML code present in the web page to generate the DOM tree. Output of parser is 
transferred to Component Hierarchy Generator (CHG), which creates a hierarchy of 
the components used in the code. The output of CHG is input to tree traverser, which 
traverses the tree and sends its output to Injection Point Extractor (IPE). IPE also gets 
input from IP repository, which stores all possible injection points, which can be found 
in web module. IPE then identifies possible injection point in the tree of the code, by 
using input of IP repository. The IPE sends its output to JS miner, which identifies 
JavaScript code used at possible injection points. The output of JS miner is sent to 
Script Property function creator, which calculates the property function of the script 
used in possible injection points.

3.2.2 Detection Mode

This mode is executed whenever an HTTP request is made. The mode parses HTTP 
Response (HRES) and creates DOM tree. The mode then extracts script from DOM 

Fig. 4: Flowchart of both the modes of our framework.
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tree and calculates Script Property Function (SPFs) of the extracted script. The 
calculated SPFs are then compared with the SPFs, which were calculated in training 
mode. If there is no deviation found between the two groups of SPFs, the HRES is 
sent to the user. If deviation is found, then the scripts whose SPF didn’t match with the 
original SPFs, are compared with a cheat-sheet, which is a list of already used XSS 
script vector till date. 

Case 1: If the script is found in cheat-sheet, the script will be congregated and a 
template will be created for each congregate to represent all the scripts of the same 
congregate. The template will be sanitized, using efficient algorithms and the scripts 
which were represented by this template will be changed accordingly.

Case 2: If the script is not found in cheat-sheet, security department of the web 
application’s owner organization will be alerted about the script. As the framework is 
not able to find the script in cheat-sheet, the framework will not be confident, whether 
the script is an XSS attack vector or not. But, it will try its best to prevent any possible 
XSS attack vector to reach to the client. The steps that the frameworks will take are 
event handling, removal of doubtful keywords, checking data URI and removal of 
character escaping. After completing these steps, the framework will send sanitized 
HRES to the client.

3.3 Key Components of JS-SANSPF
JS-SANSPF works on two modes: training phase and the detection phase. Here, the 
authors discuss the components of both modes.

3.3.1 Training Phase

HTML Component Parser (HTMLCP): The data of web application is sent to 
HTMLCP whose job is to parse the HTML markup language into a parse tree. The 
module HTMLCP parses whole HTML file and stores the parsed data in string S. Since 
parsing is based on the syntax which is defined by the grammar, so parsing follows the 
set of rules that are defined in the production rule of the grammar. But unfortunately, 
in case of HTML, it is not easy to define the grammar for HTML language, so for 
HTML, we use HTML-DTD (Hyper Text Markup Language—Document Type 
Definition) grammar. 
Component Hierarchy Generator (CHG): This module reads string S and generates 
a DOM tree of the string in which every component gets separated. DOM tree is the 
object presentation of the HTML document and acts like the embrasure of the HTML 
element to the outside world, like JavaScript. The root of tree is the ‘Document’ 
object. Generating the DOM tree operation is performed by the syntax analyzer, 
which generates the parse tree. The generated DOM tree is passed to the semantic 
analyzer that generates the semantically parse tree that is defined according to the 
HTML_DTD rule. For example, S=”<html><head><title></title><script></script></
head></html>”.
Tree Traverser: This module traverses whole DOM Tree (data structure D, and 
outputs all the different used nodes). The Tree Traverser performs tokenization in 
our case and generates the stream of tokens of the node tag used which we later 
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use to identify the injection point from the injection point repository For example, 
for above stated data structure D, the module will output an array of nodes, 
N={“html”,“head”,“title”,“script”}. Figure 5 exemplifies the detailed structuring of 
HTML components. Algorithm 1 highlights the DOM tree traversal method.
Injection Point Repository (IPR): This module contains a list of all possible injection 
points. The repository is globally accepted and is used in finding the vulnerabilities in 
the web application.
Injection Point Extractor (IPE): This module checks for injection point vulnerabilities 
in the web application. The Input to this module is the output of tree traversal that is in 
this case array N, and the list produced by IPR. It contains those injection points which 
match with the IPE. The output of this module is an array of the injection points, IP.
JS Miner: This module extracts scripts found in injection point extractor. The input to 
this module is array IPE, and the output is array JS.
Script Property Function Creator (SPF Creator): This module calculates Script 
Property Function (SPF) of the script based on its properties. The input to this module 
is array JS. The output of this module is string SPF which is then stored in Script 
Property Function Repository (SPF Repository).
Script Property Function Repository: This module contains the SPF of the scripts 
that are present in all possible injection points. This module plays an important role in 
detection mode too as it appends the SPF in HTTP response.

Algorithm 1: DOM tree analysis and its components.

Machine Learning for Computer and Cyber Security: Principles, Algorithms, and Practices 
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DOM tree is the object presentation of the HTML document and acts like the 
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Algorithm:Tree traverse
Input→Array of strucutres returned by Component Hierarchy Generator

Output→Array of nodes 

Generate an array S1={xi|xi∈ Structure returned by

Component Hierarchy Generator};

Generate an empty array Data[]={xi|xi∈nodes};
int l=S1.length(); 

inti=0;

WHILE(i<l)

Data.push(S1[i++].node_name);
END WHILE 
RETURN Data; 

Algorithm 1: DOM tree analysis and its components
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Fig. 5: Structuring of HTML components.
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3.3.2 Detection Phase

Script Property Function Differentiator (SPFD): This module calculates SPF of the 
script present in HRES and then compares it with the SPF calculated in a training 
phase. The output of comparison is true if SPFs are same and is false if both the SPF are 
not same. False output implies that an extra piece of script has been inserted into some 
injection point, which was not originally written in the web module by the developer. 
Such script can be malicious in nature, so it is needed that such scripts are sent to 
further components for further investigation before sending them to browser. If the 
SPFD returns true output, the HRES will be sent to the browser; else the scripts which 
gave false outputs will be sent to Cheat Sheet Comparator for further investigation.
Cheat Sheet Comparator (CSC): This module compares input scripts with the scripts 
listed in Cheat-Sheet Attack Repository. The Cheat-Sheet Attack Repository contains 
all XSS attack vectors, which have been discovered till date. The input to this module 
are the scripts whose SPFs were not found in the list of SPFs, which was developed in 
the training phase. If the input scripts were found in the repository, it implies that, the 
scripts are surely XSS attack vectors, and will be sent JS Attack Vector Congregator 
for sanitization; else, it is not mandatory that the scripts will be attack vectors, but 

Fig. 6: Proposed defensive framework.
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to be on the safe side, the Cheat Sheet Comparator module will send an alert to the 
web module-owning organization about the extra script, and will try to sanitize these 
scripts as per its heuristics.
JS Attack Vector Congregator: This module clusters similar looking scripts. This 
module compares each script with the other script, and calculates Levenshtein’s 
distance between the two scripts. If the calculated Levenshtein’s distance is lesser 
than or equal to maximum allowable Levenshtein’s distance, a congregate is made of 
the two scripts. Figure 7 highlights an example of grouping of similar scripts.
Template Builder: This module is responsible for creating script templates. The inputs 
to this module are script congregates. The module finds Longest Common Subsequence 
(LCS) of the scripts of the given congregate. The module then finds a script which is 
most similar to the LCS (its Levenshtein’s distance with LCS is minimum), let it be 
string s. The module then compares string s and LCS. Positions at which character 
matches, the character at that position is appended in the template string. Else, ‘-’ 
character is appended in the template string, only if the previous character in template 
string is not ‘-’ character. Figure 8 highlights an example of template building of a 
given congregate.
Background Susceptible Sanitizer: This module is responsible for the sanitization of 
the malicious scripts. The inputs to the module are script templates while the outputs 
of this module are the sanitized script templates. 
Script Property Function Calculation Algorithm: The algorithm accepts script string 
as an input. The algorithm maintains a linked list called as SPF, which will contain 
Script Property Functions of the used scripts. The algorithm traverses through script 
and finds out the number of opening brackets used in the script. If the script contains 
no opening bracket, then the input script is a simple command like initialization of 
a variable, or inserting new values in the variable. In this case, whole command is 
pushed back in SPF Linked List. If the script contains one opening bracket, then the 
input script is a simple function like document.write(), etc., the algorithm will call 
simple SPF algorithm and will push back the list returned by simple SPF algorithm 

Fig. 7: Grouping of script attack vectors.
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Fig. 8: Formation of template builder process.
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into SPF Linked List. If the script contains more than one opening brackets, then 
the input script is a complex script like document.write(print()), etc. In this case, 
the algorithm will call Nested SPF, and will push back the list returned by Nested 
SPF in the SPF Linked List. Algorithm 3 illustrates the process of finding different 
background of script variables.

Nested SPF algorithm maintains a Linked List SPF, Linked List attr[], variable j, 
and string str. Variable j tells about how deep are we in the function. The data structure 
attr is an array of Linked List. For example, attr[i], will contain attributes of ith level 
function. For example, in script “func(print(1,2))”, attr[1] contains attribute of 1st 
level function, i.e., attributes of print function. String str, contains recent token found 
between token differentiators like ‘,’, ‘(‘,’)’. The algorithm traverses through input 
script.

For example, if the substring is “(print,”, str will contain “print”. Variable j is 
initialized to zero. When the algorithm, encounters ‘(’ in its traversal, value of j is 
checked. If value of j is equal to 0, then string str is name of main function, so string 
str is pushed back to SPF and value of j is increased. If value of j is more than 1, 
then the value of j is increased, String str is pushed back to attr [j]. The data stored 

Algorithm 2: Estimation of script properties function.
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the template string. Else, ‘-’ character is appended in the template string, only if 
the previous character in template string is not ‘-’ character. Fig. 8 highlights an 
example of template building of a given congregate.

Algorithm: Script Property Function Calculation
Input→Script String
Output→Script Function

Generate an array Script[]={xi|xi∈Script String};

Generate an empty list SPF={xi|xi∈Script Property};
int l=Script.length(),i=0;brackets=0;
String str=";
WHILE(i<l)

IF(Script[i]=='(')
brackets++;

END IF
str+=Script[i++];

END WHILE
IF(brackets==0)

SPF.push_back=str;
SPF.push_back=0;
RETURN SPF;

END IF
IF(bracket>1)

SPF=nestedSPF(str);
END IF
ELSE

SPF=simpleSPF(str);
END ELSE
RETURN SPF;

Algorithm 2: Estimation of script properties function

Background Susceptible Sanitizer: This module is responsible for the sanitization 
of the malicious scripts. The inputs to the module are script templates whilel the 
outputs of this module are the sanitized script templates. 

Algorithm: Nested SPF
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in attr [j] Linked List when a bracket is encountered, is in the for “#nfunc_name” 
like  “#2print”, where ‘#’ is a symbol to denote attribute, 2 is the function level, and 
“print” is the attribute value. If the algorithm encounters ‘,’, it means that the attributes 
are being separated. String str is pushed back to attr [j] Linked List. If the algorithm 
encounters ‘)’, it means that level of function is getting decreased. The value of j is 
decreased by one. Figure 9 shows how value of j changes while traversing a script. 
When the algorithm traverses whole script, the size of attr [1] Linked List is appended 
to SPF. The algorithm then calls SPF create and sends attr Linked List and value 1 to 
the called function. The list returned by SPFcreate is appended to SPF Linked List. 

Algorithm 3: Nested background determination of script variables.
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Algorithm: Nested SPF
Input→Script string
Output→SPF

Generate an array Script[]={xi|xi∈Script String};

Generate an empty list SPF={xi|xi∈Script Property};
Generate an array of list attr[]={xi|xi∈attributes};
inti=0,j=0,l=Script.length();
String str="";
WHILE(i<l)

IF(Script[i]=='(')
IF(j==0)

SPF.push_back(str);j=1
END IF
ELSE

attr[j++].push_back("#"+j+str);
END ELSE
str=""; i++;
CONTINUE;

END IF
IF(Script[i]==',')

attr[j].push_back(str);
str="";
i++;
CONTINUE;

END IF
IF(Script[i]==')')

j--;i++;
CONTINUE;

END IF
str+=Script[i++];

END WHILE
SPF.append(attr[1].length());SPF.append(SPFcreate(attr,1));
RETURN SPF;

Algorithm 3: Nested background determination of script variables
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SPFcreate algorithm accepts a Linked List attr. The Linked List attr is traversed by 
the algorithm. If the data contained by the address being traversed contains “#”, then 
the data is name of the function. The function name is pushed back into SPF Linked 
List. Size of one level deeper function is pushed back into the data structure. Then the 
algorithm calls itself, so that the list of deeper functions could be pushed back into 
list. If the data doesn’t contain ‘#’, then the data is pushed back into SPF Linked List.

Simple SPF algorithms take script string as input. It traverses the string and 
separates the text before the bracket and text after the bracket. Text before the 
bracket is the function name and is the first entry in SPF. The text after brackets 
contains attributes separated by a comma. So, the algorithm stores attributes. SPF is  
appended by the numbers of attributes and finally gets appended by the attributes. 
Algorithm 5 illustrates the process of deletion of useless symbol by Script Property 
Functions (SPF).

Congregation algorithm takes all JS vectors as input. The algorithm matches each 
JS vector with every other vector and if the Levenshtein’s distance between the two 
is less than Levenshtein_distancemax, their congregate is made. Algorithm 6 illustrates 
the process of estimation of Levenshtein distance between the two attack vectors.

Algorithm 4: Estimation of script properties function.
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Algorithm:SPFcreate
Input→Array of list attr[] and index of list(i)
Output→SPF

Generate an empty list SPF={xi|xi∈Script Property};
List iterator itr;
SPF.push_back(attr[i].size());
FOR(itr=attr[i].begin;itr!=attr[i].end();itr++)

String str=*itr;
IF(str.contains('#'))

SPF.push_back('{');
SPF.push_back(str);
SPF.push_back(attr[i+1].length());
SPF.append(SPFcreate(attr,i+1));
SPF.push_back('}');
CONTINUE;

END IF
SPF.push_back(str);

END FOR
RETURN SPF;

Algorithm 4: Estimation of script properties function

the size of attr [1] Linked List is appended to SPF. The algorithm then calls SPF 
create and sends attr Linked List and value 1 to the called function. The list 
returned by SPFcreate is appended to SPF Linked List. SPFcreate algorithm 
accepts a Linked List attr. The Linked List attr is traversed by the algorithm. If the 
data contained by the address being traversed contains “#”, then the data is name 
of the function. The function name is pushed back into SPF Linked List. Size of 
one level deeper function is pushed back into the data structure. Then the 
algorithm calls itself, so that the list of deeper functions could be pushed back into 
list. If the data doesn’t contain ‘#’, then the data is pushed back into SPF Linked 
List.

Simple SPF algorithms take script string as input. It traverses the string and 
separates the text before the bracket and text after the bracket. Text before the 
bracket is the function name and is the first entry in SPF. The text after brackets 
contains attributes separated by a comma. So, the algorithm stores attributes. SPF 
is appended by the numbers of attributes and finally gets appended by the 
attributes. Algorithm 5 illustrates the process of deletion of useless symbol by 
Script Property Functions (SPF).

SPF create

Fig. 9: Pattern of different variations observed in values of variables.
j = 1 j = 2 j = 1 j = 0

func (print (“h”), 1)
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Algorithm 5: Deletion of useless symbol by Script Property Functions (SPF).
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Algorithm: Simple SPF
Input→Script string
Output→SPF

Generate an array Script[]={xi|xi∈Script String};

Generate an empty list SPF={xi|xi∈Script Property};

Generate an empty list attr={xi|xi∈attributes};
inti=0,j=0,l=Script.length(),bracket=0;
String str="";
WHILE(i<l)

if(Script[i]=='(')
i++;
SPF.push_back(str);
str="";
WHILE(i<l&&Script[i]!=')')

IF(Script[i]==',')
attr.push_back(str);
str=""; i++;

END IF
ELSE

str+=Script[i++];
END IF

END WHILE
attr.push_back(str);

END IF
ELSE

str+=Script[i++];
END ELSE

END WHILE
int n=attr.size();
SPF.push_back(n);
FOR(i=0;i<n;i++)

SPF.push_back=attr[i];
END FOR
RETURN SPF;

Algorithm 5: Deletion of useless symbol by Script Property Functions (SPF)
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4. Implementation and Experimental Assessment

This section discusses the implementation and experimental assessment outcomes 
of XSS attack on online social networking framework for the cloud-hosted web 
applications.

4.1 Implementation
The authors utilized the capabilities of ICAN cloud simulator for the designing 
of their prototype model and integrated their infrastructural settings by creating 
different virtual machines of this simulator. Different tested freeware platforms of 
web applications were also hosted on such virtual machines of ICAN cloud simulator. 
An impenetrable perspective was taken to assess our approach towards shielding 
against XSS worm attacks. Efficient and stable after-effects were detected as a 
consequence of exhaustive testing of the system. The liable XSS detection as well as 
prevention methodology of our framework was tested on five virtual platforms of web 
applications, namely Humhub, Wordpress, Joomla, Drupal and Elgg. Installation of all 
these platforms was done using local host server, XAMPP. After the installation, the 
next step involved searching the vulnerabilities in our websites with the help of XSS 
attack vector repositories [14–18]. These repositories comprise of a number of script 
or payloads accountable for XSS worm injection vulnerabilities. 

Algorithm 6: Calculation of Levenshtein distance between the two attack vectors.
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Algorithm: Congregation

Input→JS Attack vectors

Output→Congregated JS attack vectors

Generate an array JSAV[]={xi|xi∈JS attack vector};

Generate an empty array CongregatedJSAV[][]={xi|xi∈JS attack vector};
Levenshtein_distancemax=d;

FOR EACH JSAV as attack_vector1

FOR EACH JSAV as attack_vector2 FROM (indexattack_vector1+1)→ n

dcalc=Levenshtein_distance(attack_vector1,attack_vector2);

IF(dcalc<=d)

CongregatedJSAV[indexattack vector1].push(attack_vector2);

END IF
                     END FOR

END FOR

RETURN CongregatedJSAV;

Algorithm 6: Calculation of Levenshtein distance between the two attack vectors

Congregation algorithm takes all JS vectors as input. The algorithm matches each 
JS vector with every other vector and if the Levenshtein’s distance between the 
two is less than Levenshtein_distancemax, their congregate is made. Algorithm 6 
illustrates the process of estimation of Levenshtein distance between the two 
attack vectors.

4: Implementation and Experimental Assessment

This section discusses the implementation and experimental assessment outcomes 
of XSS attack on online social networking framework for the cloud-hosted web 
applications.

4.1: Implementation

The authors utilized the capabilities of ICAN cloud simulator for the designing of 
their prototype model and integrated their infrastructural settings by creating 
different virtual machines of this simulator. Different tested freeware platforms of 
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In addition, we refined a template of our framework in Java via software 
development environment, Java Development Kit (JDK) and included its settings on the 
simulated machines of Eclipse IDE for Java Runtime Environment (JRE). The Eclipse 
IDE is deployed at a 2.24 GHz Dual Core Processor with 4 GB RAM running Window 
10 single home and Google Chrome. We used JSOUP which is a Java library used for 
working with Hyper Text Markup Language. It is used to parse HTML document. 
It offers Application Program Interface to remove and handle data from Uniform 
Resource Locator or HTML file. It uses Document Object Model, CSS and Jquery-
like methods for removing and handling a file. Initially, we verified the performance 
of our proposed framework against three open-source XSS attack repositories, which 
include the list of past and recent XSS attack vectors. Very uncommon XSS attack 
vectors were able to evade our server-side design. The parsing of the removed H5 
web submission modules was performed by utilizing the competencies of JSOUP. 
This parser aids the data centers with the application program interfaces that remove 
document object model tree nodes which provide information about a vulnerable point 
in the source code and the malicious strings. 

The competencies of JSOUP were also used while manipulating the comments 
of malicious JavaScript code. The injection of comments was done on the consistent 
javascript nodes of the document object model tree and addresses of such nodes were 
saved in the existing frame of web applications. Table 2 shows the list of precluded 
attributes.

4.2 Experimental Assessment 
This segment discusses the assessment outcomes of the proposed framework on 
different platforms of Online Social Network-based cloud-hosted web applications 
and evaluates the execution and accuracy of the system. We have tested our proposed 
system on three open-source real-world OSN platforms, i.e., Elgg, WordPress, Drupal, 
etc. This has been done for estimating the XSS attack vector drop by the deployed 
tools on these open-source Online Social Network cloud-hosted web applications. 
In terms of correctness, we approximate what percentage of detection of XSS attack 
vectors were improved by our system. We have also performed session hijacking on 
these OSN web applications by injecting XSS attack script to steal cookies. To provide 
a deep view on how to exploit XSS vulnerability present in the web application, we 
have provided the screenshot through figures.
These entire steps are as follows:

 • Initially, attacker imitates as a legal user by providing user’s credentials.
 • The attacker tries to perform maliciously by finding out the vulnerable points like 

comment box and injects some malicious string.

Table 2: Categories of different HTML attributes and related events.

HTML Attribute List of Event

Windows onload, onlocation, onunload, onstorage

Mouse onmouseover, onmousedown, onmouseout, onmouseup

Form onfocus, oninput, onsubmit, onblur, onformchange, onforminput

Keyboard onkeyup, onkeydown, onkeypress
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 • Web application processes it as a comment from the valid user and stores it in a 
database without validation.

 • Henceforth, a genuine user logs in into the system and starts reading the comments 
posted by another user.

 • As victim reads the malicious comment posted by an attacker, the injected 
malicious script gets executed by the browser and the victim’s login credentials 
are sent back to the attacker.

Figures 10 and 11 illustrate the process of exploiting the XSS vulnerability on real 
OSN-based web application, i.e., WordPress and Elgg. It shows what are the steps 
involved to induct an H5-XSS attack by the attacker. We have combined the framework 
of our proposed model into the OSN cloud-hosted web application. The stimulus to 
select these cloud-based web applications is that we simply need to mark that websites 
can utilize the competencies of the proposed model, regardless of the input testing. 
This will help in improving H5-XSS malicious code injection vulnerability concerns. 
The ease with which we are capable of syndicating our cloud-based framework in these 
popular OSN cloud-based web applications determines the malleable compatibility of 
our proposed framework. We deploy these OSN cloud-based web applications on a 
XAMPP web server with MySQL server as the back-end database. We have tested and 
evaluated the detection capability of our proposed solution on three real-world OSN 
web applications, namely Elgg, WordPress and Drupal. We have injected the different 
H5-XSS attack vector on the injection points of these cloud-based web applications 
and find that the injection point is vulnerable to XSS attack and that our model is 
capable of sanitizing such H5-XSS attack vector efficiently and effectively.

In Fig. 11, we were able to perform XSS attack in WordPress framework. We found 
an injection point in the framework. If a script was written in a new page post section, 
the script would execute on loading. So, we inserted a script belonging to the jQuery 
library of JavaScript. The script would send the cookies of the victim to the database 
of the attacker site, without redirecting the browser towards the attacker’s site. So, in 
this way, the victim can never know that his credentials have been stolen. We have 
also estimated the comments of script code. The comment-estimation process receives 
retrieved script strings as an input. It analyzes every sequence of the script for uniquely 
estimating the features. Every sequence of the script owns unique remark statements 
for its recognition. Such statements are then processed for policy generation. To inject 
malicious HTML5 script code, an attacker amends the script method explanation for 
injection suspicious-sequence of scripts. The sequence of script is as follows: 

<input type=“text” name= “username” value=“<%request.getParameter(“U_name”)%>”>

At this point, no sanitization methodology is processed on the user’s credentials  
before it gets interpreted in the response page. Presume that an opponent 
throws a malicious function, as: <script>alert(“document.cookie”);</script>. 
Therefore, the original code becomes <input type= “text” name= “username” 
value=“<script>alert(“document.cookie”);</script>”>. Subsequently, when the 
browser perceives the response, then cookies are re-directed to an alert box. Hence, 
method-call and method-definition arrangements are retrieved via an effective script as 
its distinctive remark statement. Table 3 presents examples corresponding to remarks 
of the suspicious scripts.
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In Fig. 10, we were able to perform the hijacking session in Elgg framework. We 
performed the same tasks that we did in the WordPress framework. Here, we were 
also able to hijack the session of the victim. The cookies were with the attacker, who 
opened the browser, went to Elgg site and opened the console. He removed his already 
made cookies and created a new cookie with the value that he got from the cookie of 

Fig. 10: Session hijacking in Elgg.

Fig. 11: XSS attack exploitation in WordPress.
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the victim and then refreshed the page. He was now in victim’s session and could do 
any malicious activity that he wanted. Table 4 highlights the explicit configuration of 
web applications.

4.2.1 Response Time Calculation

To analyze the response time, we used the Google Chrome web browser along with 
the XAMP server. The network tool of chrome is used to calculate the response time. 
For each XSS attack prevention, we have used the JS-SANSPF-based filter. Around 
10 times the page has been loaded and response time have been recorded. An average 
response time has been taken as we can see in Fig. 10 and Fig. 11 respectively that the 
response ratio for both the WordPress and Drupal is almost constant. 

For a better analysis of the response time, we executed the settings of our framework 
in two different scenarios. In the first scenario, we executed our framework on the core 
of network, i.e., we executed all the modules of offline mode. The static unambiguous 
features of all the variables of script code were determined and accordingly our 
proposed sanitization method was executed on them. The second scenario is our 
default proposed online distributed intelligence network of cloud infrastructure. Here, 
the feature of those variables will be determined which could not be found statically 
on offline mode.

Table 3: Comment estimation process of scripts.

Type Example SPFC

Integral procedure call Math.sqrt (x,5) {sqrt,2,3,5}

User defined 
procedure call

function check (a,b,c){...}; {check,3,a,b}

Mysterious procedure 
call

var data=info (x,y){…}; {data,2,x,y}

Document object 
procedure call

var Data=document. Get Element 
byTag (“value”);
Data.innerHTML=“XSS ATTACK”;

{document.
getElementByTag,1,value}

User defined nested 
procedure call

check(3,check(4,7)) {check,2,3,{check,2,4,7}}

Integral nested 
procedure call

Math.sqrt(4,Math.max(3,4)) {sqrt,2,4,{max,2,3,4}}

Table 4: Different infrastructures of web applications.

Web Module Version Lines of Code

WordPress 4.8.2 41,281

Drupal 8.4.0 43,035

Elgg 2.3.3 23,702
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Hereafter, initially, we calculate the response time of execution of the feature-
based context-familiar sanitization on offline mode. Likewise, we computed the 
response time of context-aware dynamic parsing, feature estimation and run-time 
sanitization on cloud computing architecture. The performance of our framework is 
entirely dependent on how quickly our framework will respond with the different 
contexts of illicit variables of script code and accordingly executes the nested context-
aware sanitization on them. We have calculated the different features of extracted 
scripts in virtual machines of cloud and subsequently executed the sanitization on 
them. On the other hand, we injected the set of vulnerable script code on the cloud 
server and executed the run-time feature-based nested context-familiar sanitization 
on these servers. In both the scenarios, we computed the response time of both the 
modes. Tables 5 and 6 show the response time of our work on both the infrastructures 
of web applications. In addition, Figs. 12 and 13 show the graphical representations of 
response ratios on both the platforms (i.e., Drupal and WordPress) of web applications.

Response ratio = Response time with sanitization – Response time without sanitization/
Response time without sanitization

Table 5: Response time data on Wordpress.

Size in KB Response Time 
without Sanitization 

(sec)

Response Time with 
Sanitization (sec)

Difference in 
Response Time

Response 
Ratio

3.0 0.841 2.532 1.691 2.01

56.6 1.34 4.06 2.72 2.03

60.6 1.74 5.55 3.81 2.19

76.9 1.94 5.96 4.02 2.07

110 2.02 6.06 4.04 2.00

119 2.23 6.72 4.49 2.02

∑ Response time 
No. of record

1.69 5.15 3.46 2.05

Table 6: Response time statics on Drupal.

Size in KB Response Time 
without Sanitization 

(sec)

Response Time with 
Sanitization (sec)

Difference in 
Response Time

Response 
Factor

10 1.40 4.25 2.85 2.04

14 1.50 4.52 3.02 2.01

27 2.37 8.00 5.63 2.37

152 2.55 8.65 6.10 2.39

174 2.60 8.80 6.20 3.60

226 2.70 9.10 6.40 3.70

250 3.50 11.50 9.97 2.50

∑ Response time 
No. of record

2.77 9.13 6.69 3.10
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We have also compared the performance analysis of our work (i.e., NoScript) with 
our work. No Script is primarily supposed to be a tool, which interrupts execution of 
malicious scripts from maximum web pages, though obstruction of the execution of 
scripts is not a genuine choice for web applications. For resolving this issue, NoScript 
also acts as a client-side XSS filter, which sanitizes the HTTP request transmitted 
via web browser. Here, we have verified the malicious XSS attack payload-detection 
capability of NoScript by injecting 135 XSS worms on our two web applications. 
Table 7 highlights the performance comparison of our framework with NoScript. 

Table 7: Performance comparison of JS-SANSPF with other existing XSS defence models.

Web 
Module

True 
Positive

(TP)

True 
Negative

(TN)

False 
Positive

(FP)

False 
Negative 

(FN)

Positive
P = TP + 

FN

N = TP + 
TN

+ FP + FN

 JS-SANSPF

WordPress 42 3 3 8 50 56

Drupal 41 3 3 9 50 56

 No Script XSS

WordPress 40 2 4 10 50 56

Drupal 39 3 3 11 50 56

Evaluation with F-test: To verify that detected H5-XSS count (True Positives (TP)) 
is lower than injected H5-XSS attack vectors count; we have utilized the concept of 
hypothesis. We have assumed two hypotheses defined as follows:
Null Hypothesis (H0): JS-SANSPF detects more than 78 per cent of attack vectors 
correctly (p > 0.78).

Fig. 12: Response time calculation for WordPress.

Fig. 13: Response time calculation for Drupal.
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Alternate Hypothesis (HA): JS-SANSPF detects not more than 78 per cent of attack 
vectors correctly (p <= 0.78).
The assumptions for the P-test are as follows:

 1. Randomized data: The sample was randomly collected.
 2. 10 per cent condition: Sample size is less than 10 per cent of attack vectors 

population.
 3. There must be at least 10 successes and 10 failures (np > 10 and nq > 10):  

np = 50*0.78 = 39 > 10, and nq = 50*0.22 = 11 > 10.
As all the three assumptions are fulfilled, we can proceed with the P-test, 

considering 
Significance level (α = 0.05).

*
p' pT Value

p q
n

−
− =

where, 
  p’ = Probability of true positives in our evaluation
  p = Probability that has to be checked
  q = 1–p
  n = Number of JS vectors used 

0.82 0.78 0.683
0.78*0.22

50

T Value −
− = =

P – value = normalCdf (T – value) = 0.2483

As the P-value is more significance level, so we failed to reject null hypothesis. 
There is enough evidence to support the claim that JS-SANSPF was able to detect 
more than 78 per cent of JS attack vectors. The performance evaluation results also 
revealed that the HTTP response time was very low on the online core network 
of cloud infrastructure in comparison to our recent work [13–15]. The proposed 
framework optimizes the usage of bandwidth and reduces the communication distance 
to half by deploying multiple virtualized cloud-like servers in the core network of 
cloud infrastructure.

5. Concluding Remarks

In order to better assist HTTP response time of web servers, the virtual machines of 
cloud computing spread themselves at the core of network and facilitate the online 
users (accessing OSN-based web applications) with location-aware facilities. Recent 
existing frameworks suffer from runtime performance overheads as all excessive 
run-time processing was executed on the online web servers. In this article, the 
authors present a cloud-hosted framework that senses the JS attack vector injection 
vulnerabilities on the core web servers of web applications hosted on virtual desktop 
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systems of cloud infrastructures. Initially, the framework computes the comments of 
such script code as a part of static pre-processing on virtual desktop systems of cloud-
data centers. Such machines re-execute the comment computation process on the script 
code present in the HTTP response. Any abnormality observed between these features 
and those computed statically would alarm the exploitation of malicious JS worms on 
web servers hosted on the core network of cloud-computing infrastructure. Very low 
and acceptable rate of FPs and FNs were found during JS comment assessment of the 
attack vectors on the web servers incorporated on virtual desktop systems of ICAN 
cloud simulator. For our future work, we would prefer to analyze the response time of 
our framework by completely integrating its settings on the online edge servers of Fog 
computing infrastructure without the intervention of cloud infrastructure.

Key Terminology and Definitions

Malwares: Malware is a software or piece of software that is used to attack on 
computer machine by interrupting the normal behavior of the system or by gaining 
important private information from the victim machine. Malware is short for ‘malicious 
software’ and can penetrate into the victim’s system in form of executables. These are 
downloaded from the websites or from attractive ads, intentionally or unintentionally 
by the victim. Malwares include computer viruses, worms, spy ware and Trojan.
File Virus: File virus is attached with the binary executable files or .com files. Once 
this virus stays in memory, it tries to infect all programs that load on to memory.
Macro Virus: Some of the applications, such as Microsoft Word, Excel or PowerPoint 
allow macro to be added in the document, so that when document is opened, that 
macro code is automatically executed. Macro virus is written in macro code and is 
spread when such infected document is opened. Once infected, repairing of these files 
is very difficult.
Multipartite Virus: It is the combination of MBR virus and file virus. It is attached 
to the binary executable file at initial stage. When the user runs this file, virus gets 
inserted inside the boot record and when next time the computer is booted, virus is 
loaded into memory and infects other files and programs on computer.
Polymorphic Viruses: These types of viruses change their forms each time they 
attach on the system. This property of these viruses makes them very difficult to detect 
and find cure for them. 
Stealth Viruses: These viruses affect the files, directory entries of file systems, disk 
head movement, etc. Their effect is hidden from the user’s perspective, but affects the 
memory storage or processing speed. 
Backdoor: Backdoor attack is a malware which bypasses the security authentication 
in the computer system and offers unauthorized remote access to the attacker. 
Rootkit: Rootkit is another type of malware that enables privileged access to the 
computer, while hiding the existence of certain processed and programs. Once the 
attacker has administrator access or root access to the computer, he can obtain the 
confidential information which was otherwise not possible to access with simple user 
access.
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Logic Bombs: Logic bomb starts infecting the system when certain conditions are 
satisfied. It is a piece of code that remains hidden until desired circumstances are 
not met. For example, on some particular day, it will start showing messages or start 
deleting the files, etc.
Denial-of-Service: Denial-of-service attack compromises service availability by 
sending voluminous data to the server that is supposed to work for other legitimate 
requests. Victim server becomes unavailable to work for other users and gets busy in 
servicing the attacker’s packets. Also, some attacker sends malicious requests, so that 
system’s resources overflow with the data and then tries to drop the packets belonging 
to the legitimate users. 
Phishing: Phishing is type of cyber-attack in which attacker creates an entity, such 
as bank website, social media website or online payment processing website that is 
exactly similar in look as legitimate website. Then attacker makes the user to enter the 
confidential information, such as bank account password, credit card information and 
uses it for his financial gain or any other motive. Phishing is carried out with the help 
of spam e-mails or instant messaging services and are sent in bulk to thousands of 
users. Users are made attracted to such phishing e-mails, like they may get rewarding 
money if they login to their bank website and then webpage of phishing website gets 
opened. 
Cross-Site Scripting (XSS): Cross-site scripting (XSS) is a type of computer 
security vulnerability typically found in web applications. XSS refers to that hacking 
technique that makes use of vulnerabilities in the code of a web application to allow 
the hacker to send malicious content from an end-user and collect some type of data 
from the victim. Web applications that take input from the user side and then generate 
output without performing any validation are vulnerable to such attacks. The attacker 
injects client side script into web pages that are accessed by other users. When the 
browser of that user executes the script, it may perform malicious activities, like access 
cookies, session tokens or other sensitive information that is supposed to remain with 
the user. 
Spoofing: In spoofing attack, one person or program pretends to be another user or 
another device and then tries to perform some malicious activities, like launching 
denial-of-service attacks, stealing data, spreading virus or worms, bypassing access 
controls, etc. There are various types of spoofing techniques, like IP spoofing, ARP 
spoofing, DNS server spoofing, e-mail address spoofing.
IP Spoofing: IP address spoofing is most common and widely used spoofing among 
other spoofing attack types. Attacker spoofs the source address of the attack packet 
with other IP address. So, when the attack is detected, the true source of the attack 
packet can not be found out. For example, in case of DDoS attack, a large number of 
attack packets is sent to the victim server with spoofed source address. Another way 
of IP spoofing is to spoof the target address. When service packets are replied back to 
target address, they go to the spoofed address, i.e., the address of victim. 
ARP Spoofing: Address resolution protocol (ARP) is used to resolve IP addresses 
into link layer addresses when packet is received from outside the network. In ARP 
spoofing, attacker sends spoofed ARP message across LAN, so that the link layer 
address of the attacker gets linked with IP address of some machine in the network. 
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This results in redirection of the messages from the legitimate source to the attacker 
instead of the legitimate destination. The attacker then, is able to steal information or 
alter the data that is in transit or prohibit the all the traffic that is coming in the LAN. 
ARP spoofing is also used to perform other types of attacks, like DoS, Man-in-the-
Middle attack, session hijacking, etc. 
DNS Server Spoofing: Domain Name Server (DNS) maps domain name with 
IP addresses. When the user enters the website address into the browser, it is the 
responsibility of the DNS to resolve that domain name address into IP address of the 
server. In DNS spoofing attack, the attacker changes entries in the DNS server, so that 
when user enters the particular website address, it gets redirected to another IP address 
that generally belongs to attacker or it also can be related to the victim to which the 
attacker may want to flood the traffic. Attacker may reply to these messages with 
malicious programs that are sent to harm the victim’s computer. 
E-mail Address Spoofing: E-mail address spoofing uses different e-mail addresses 
instead of the true source of the e-mail. The recipient cannot tell the actual sender of 
the e-mail, since they can only see the spoofed e-mail address. Since, Simple Main 
Transfer Protocol (SMTP) does not provide any proper authentication, the attacker 
is able to perform the e-mail address spoofing. Generally, prevention is assured by 
making the SMTP client to negotiate with the mail server, but when this prevention 
is not taken, anyone who is familiar with the mail server can connect to the server 
and use it to send messages. E-mail information that is stored and forwarded to the 
recipient can be changed and modified as the attacker wants it to be. Therefore, it is 
possible for the attacker to send the e-mail with spoofed source address. 
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Chapter 14
 Importance of providing Incentives 

and economic Solutions in  
It Security
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1. Introduction

Information security management is evolving as complex, prompting and sensitive 
domain because of dynamic and unpredictable structures of attack, industries’ and 
firm’s reliability on internet for doing business, less expertise of security professionals, 
lack of coordinated solution that can work in heterogeneous network environment, lack 
of sharing information regarding computer’s security, lack of outsourcing information 
security through contract [1] and improper regulated incentives resulting into conflict 
of interests between user and security mechanism over his system. Proper embedded 
firewalls, huge investment in detecting intruders and attack traffic, well-formulated 
access control policies, application of highly complex cryptographic protocols 
on data do not make our information secure. We have to think differently and start 
viewing information security more than this. Nowadays security professionals have 
to legitimize the protection of information assets within the security investment of 
the concerned organization with a little knowledge of the incentivization concept. A 
much more convinced and understandable information security management can be 
grasped through argument based on economic principles and well-formed economic 
incentive’s chain.

Over the last few years, people have realized that security failure is caused at least 
as often by bad incentives as by bad design [2]. A large part of research community is 
concerned with providing technical solutions in order to protect data while research 
in economic perspective is less; only a handful of work is present yet in this particular 
domain [3–5]. Big organizations and firms lack incentives to cooperate in defending 
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attacks and threats. Solution to any attack could be either technological or economical. 
There is no denying the fact that co-operative technological solutions like [6, 7] are 
effective solutions but organizations lack incentives to implement them; therefore, 
more preference must be given to economic solutions to provide stronger incentives 
to the right party.

Generally, parties defending against threats and attacks are not suffering parties, 
while suffering parties are not defending parties.

This is the main reason why after so much advancement in software world and 
IT industry, we lack economic solutions. For implementing economic solutions, we 
need to understand what is the incentive chain and to which party incentives should be 
provided on internet. The internet world is collaboration of multiple entities like server, 
ISP, router, content provider and end user. Each party requires strong motivation be it 
in the form of money or in any kind of profit to co-operate with each other in order to 
provide quality service to the end user. This motivation is called incentive lacking in 
technological solutions. For example, a gateway router at border shields a particular 
network from attacks. Due to this action, the end user and content provider are the 
most benefited parties. Gateway router is hardly expiated of any loss by the end user 
or content provider. We need to give a strong incentive (motivation) to the gateway 
router so that it can perform better in future. It does not mean that the end user and 
content provider give money directly to the gateway router. In fact, we need to set 
the incentive chain right and make the money transfer from one party to another and 
finally to the gateway router.

Every organization has a specified budget for investing in security against cyber 
attacks. Decided by the security professionals, a fixed part of the budget is used to 
spend over methods and tools, like installing firewalls, intrusion detection systems 
and anti-virus on the systems. The remaining amount is used for hiring a third party 
to handle all security-related breaches. Now, hiring a third party totally depends on 
the organization’s size and available resources. Small-scale firms cannot afford large 
premiums of third party. This is the main disadvantage of economic solutions; it is 
not friendly for all scales of organizations. Technological solutions do have their own 
limitations and economic solutions have their own, but to make an effective solution, 
we need to blend technological solutions with economic incentive-based solutions. In 
this paper, we focus on economic solutions and strong need of economic incentive-
based solutions. 

2. Economic Solution-based Literature Survey

As already mentioned above, information security management is a well-established 
domain focusing largely on technological solutions (firewalls, intrusion detection 
systems, cryptography, access rights) like [8–14], whereas very less work is available 
for economic solutions in the same domain. In 2001, Anderson [15] and Gordon and 
Loeb [16] raised interest in this topic. In [15], many research gaps and problems, 
that security researchers had discovered earlier, are resolved with the concepts of 
micro economics. He also condensed many problems of information security through 
economics’ concepts. In spite of having resources, organizations lack a conceptual 
framework that tells how to invest resources in information security. In [16], an 
economic model is presented from the business perspective to calculate n optimum 
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amount to be invested in information security by an organization. This model considers 
two main factors—vulnerability of information and potential loss associated with the 
vulnerability, to calculate the optimum level investment to secure information. The 
main aim of this paper is to maximize profit from investments in security. 

In [17], a budgeting process of capital investment using Net Present Value (NPV) 
model is presented to calculate expenditure on security based on cost-benefit analysis. 
The main driving force behind using the NPV model is that it allows firms to calculate 
their benefits and profits from investment in information security. However, in his 
survey, he also showed that some respondents do not use the NPV model to estimate 
expenditures on security but most of the respondents consider potential loss due to a 
security breach and the probability of occurring such breach in future as important 
factors to estimate the amount to be spent on security. But anyhow, every organization 
is using economic analysis and principles to processing a budget for ensuring security 
of information.

In [18], researchers showed evidence that if a security breach hinders confidentiality 
of the firm, then the market has a considerable negative reaction towards the suffering 
firm and it definitely affects the economic performance of the firm in future. But this 
survey holds many limitations too. Another author Riordan, in [19], studied providing 
economic incentives solutions in the presence of network externalities. Similarly, in 
the same direction, authors [20] studied that investment in security depends on other 
agents present in the network. They first developed an interdependent security (IDS) 
model for airlines system and then applied the same model for cyber security, fire 
protection and many other applications. Every node on one network makes investment 
in security against external attacks, but not from internal viruses that could easily 
compromise the system and make it a source of the attack for other networks. In [21], 
authors have shown how user’s incentives affect network security when the patching 
cost is high and negative externalities influence network security. They have shown 
that for a proprietary software patching rebate (users are compensated by vendors 
for actually patching the vulnerability) and self-patching are dominating while for 
freeware software’s self-patching is strictly needed. In [22], the authors proposed a 
model for examining the optimal decision for vulnerability disclosure under negative 
market externalities. 

In a case study by Moore et al. [23] on the attack by ‘Code Red’ worm on July 
19, 2001 though the attack was an international event and major attention is drawn on 
the losses by big enterprises, but a large section of victims were home users and small 
firms. It became clear from this fact that home users have less incentives as compared 
to big organizations. 

In [24], authors presented a game theoretic model for patch management. They 
showed that vendor’s patch release cycle and firm’s patch update cycle are not 
necessarily proportionate but can be made in sync with the help of assigning liability 
and cost sharing. In [25], Moore et al. said that Return on Investment (RoI) could be 
used in some situations optimally but not in all scenarios. 

In the case where firms have interconnected IT relations, there exists a vast 
literature survey. In [26], interdependency among firms becomes negative externality 
and results in underinvestment from an optimum level by firms. Many works present 
in the past decades when researchers proposed models to enable firms to take optimal 
decision for security investment, optimal decision for disclosure of vulnerabilities 
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under positive and negative market externalities, for various works showing the 
importance of incentives at lower level or for home user and importance of outsourcing 
security. 

Further sections discuss the importance of incentives and cyber insurance and 
applications of providing economic incentive solutions.

3. Cyber Insurance

Till now, we mentioned the importance of properly aligned incentives. On the same 
track, we studied about insurance, which is a powerful tool for risk management 
in the internet world. Generally, risk management on internet involves investment 
in techniques and methods to mitigate risks to reduce the intensity of attack and 
consequences and thus has been the matter of attraction for large research community 
for decades [27–33]. Retaining risk and analyzing it for future betterment is also an 
option along with mitigation of risk option. After deploying the above-mentioned 
options, we are still left with some residual risks. Here cyber insurance plays the role. 
Cyber insurance makes an individual or a firm capable of recovering the loss done by 
uncertain events, using predefined periodic payments. In further sections, we discuss 
the need of cyber insurance and its importance.

In spite of having advancement in techniques and methods to detect and mitigate 
cyber-attacks, we are no closer to perfect security due to many reasons, like (i) 
lack of technological solutions which provide protection against all types of attack,  
(ii) weak incentive chain between end users, security providing vendors and cyber 
laws running authorities, (iii) free riding problem, i.e., entities escape from investing 
in security measures by taking advantage of consequences initiated by investment by 
other parties, (iv) ‘lemon market’ effect where security-providing vendors lack good 
incentives to launch a robust product in market [34], (v) no internet entity is ready 
to take liability of the damage caused to the other party without strong incentive. 
Keeping all these points in mind, we need to shift the paradigm to more effective 
solutions for risk management. Cyber-insurance is emerging as a full-fledged tool in 
the same direction.

In cyber insurance, an organization hires a third party for handling all the risks 
of attacks in return for an insurance premium (economic incentive). Cyber insurance 
is a kind of outsourcing security of a firm. Many factors, like prevailing competition 
in market, budget of the concerned firm, quality and type of security the firm wants 
affects the decision made by a particular organization. Main advantages we get from 
cyber-insurance are firstly, it puts some responsibility on organizations to secure 
their systems through enabling firewalls or installing anti-viruses in order to reduce 
premiums [35, 36]; secondly, this practice of cyber insurance sets benchmarks and 
standards for insurers to seek and provide best service to users [30, 37]; thirdly, it 
improves the quality of protection; and last but not the least, it improves societal 
welfare [36].

We need to mention one important fact that some people perceive cyber insurance 
as an alternative for 100 per cent robust security. This is not right. In fact, cyber 
insurance is an option to manage and handle cyber risks on internet.

Now let’s discuss some recent trends in this domain. According to a survey by 
Insurance Information Institute [38] breaches in 2016, strike up to 1093 (in million) 
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from 780 in 2015, but at the same time reported braches are only 37 million in 2016 
which are very less than 169 million in 2015 and which is not good. The sector which 
is hugely affected by these breaches is business sector with 45.2 per cent of total 
breaches in 2016. In 2017, there were 1,202 breaches till November 29. The biggest 
data breach was reported by Yahoo on October 2017 affecting nearly 3 billion user 
accounts. According to a survey by Health Informatics, 21 per cent of the enterprises 
admit that monetary loss from cyber attacks have increased year by year. From the 
report by Kaspersky [39], on an average, a single cyber-security incident now costs 
large businesses $861,000. Meanwhile, small and medium businesses (SMBs) ends 
up paying $86,500. Most alarmingly, the cost of recovery significantly increases, 
depending on the time of discovery. McAfee and CSIS calculated that every year 
annual loss to global economy falls in the range between $375 billion to $575 billion. 
Cyber insurance has emerged from U.S. The US cyber insurance market is estimated 
to reach $5 billion by 2018 and $7.5 billion by 2020. 

Let’s understand how firms take decision by not assuming market externalities, 
demand and competition externalities by example [4]. 

For example, if an organization has a budget for investing in security totaling  
5 million dollars and the company spends 2 million on devices like firewalls, intrusion 
detection systems, anti-virus, etc., and uses the remaining 3 million for hiring a third 
party to monitor and analyze all security related activities. Suppose the monthly 
expenses of the company towards security breaches is 1,00,000 or 2,00,000 with 
equal probability. Then we assume that third party will easily manage these monthly 
breaches and (12*1,00,000) 12,00,000 or (12*2,00,000) 24,00,000 are savings from 
outsourcing information security. There is equal probability for both outcomes. So, the 
net value for extra investment is (0.5*12,00,000 + 0.5*24,00,000) 18,00,000, which is 
handled by the third party. Now, (30,00,000–18,00,000) 12,00,000 is the extra amount 
invested by the organization on IT outsourcing. Here, it is not a good option to invest 
3 million dollars in cyber insurance. 

At the same time, if we reduces the budget to 2 million dollars, then the 
organization can think of outsourcing security as (20,00,000–18,00,000) 2,00,000 and 
which is very much less than 12,00,000. But if we further lessen the investment to 
one million dollars, then (18,00,000–10,00,000) 8,00,000 is the net expected value on 
this extra investment. So, the expected return on this value is (8,00,000/10,00,000) or  
80 per cent which is a very good number. If 80 per cent is the expected return, then the 
company can invest one million dollars in security without giving it a second thought. 
This is how decisions are taken in industry.

In further sections, we discuss about evolution of cyber insurance and risk 
assessment options.

3.1 Development of Cyber Insurance
In this section, we highlight some remarkable events which contributed to evolution 
of cyber insurance in the past years.

Earlier, insurance policies did not consider data loss on internet as physical damage, 
neither did they cover it. Insurers consider cyber property as intangible property and 
thus it is impossible to do any damage to it; this became a matter of conflict between  
the insurers and firms. Despite having commercial general liability (CGL) coverage, 
firms started feeling unsafe against threats. Then in the early 1990s, some rules and 
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laws have favored the fact that loss of data on internet is considered as physical damage. 
[40] is the first case in which conflict between insurer and client was highlighted and 
in this case the court announced that computer tape and data are tangible property 
since the data has permanent value. Another case [41], court had favored the insured 
where data is lost due to system failure. Similarly, in another case [42], the court 
had announced that loss of programming in a computer RAM constituted physical 
damage or loss. Likewise, there were many cases which continuously raised the 
questions and court had shown affirmation to the insured ones. Furthermore, another 
problem is that while most CGL policies do not have worldwide coverage, many 
cyber-torts are international [43]. In 1998 primitive forms of hacker insurance policies 
were introduced by ICSA (International Computer Security Association). There was 
not a sudden transformation of cyber risks and vulnerabilities to demand for cyber 
insurance. Two major events that drastically changed the concept of cyber risk were 
namely, Y2K and 9/11 attacks. Y2K is the infamous virus called ‘Millennium Bug’. 
It formatted all calendar data worldwide of indistinguishability of 2000 and 1900. It 
was the first incident where companies realized how cyber risk can cause a potential 
harm to e-business.

Second event was the 9/11 attacks on the World Trade Center which completely 
changed the perception of cyber risk to security professionals. Several US government 
agencies, like NASA, FBI, US Senate and Department of Defense (DoD) were attacked 
by hackers during that year nearly to 9/11. It was a series of DDoS attacks launched 
against major US corporations. 2011 was marked as a year of serious association of 
IT insurance and cyber risks.

There is one more important event which is biggest in history—TJX hack [44]. In 
2007, 45 million customer’s credit and debit card information was stolen over a period 
of 18 months. Hackers had planted illegitimate software in the company’s network 
and stolen all users’ personal data. It is said that the attack took place in May 2006 
and was discovered after seven months in mid-December 2006. This event cost nearly  
$5 million to the company in addition to the many other costs. Moreover, this event 
has completely ruined the reputation of the company. Along with the financial losses, 
the company has a huge reputational loss and brand damage in the market. After court 
hearings, it was found that actually 94 million customers were affected, which was 
almost double of 45. This data breach is the biggest ever in history and after this event, 
companies were forced to think about alternate solutions against cyber risks. They 
started realizing that despite having huge investment in 100 per cent robust security 
solutions, they are not safe and definitely this is the case with big brand companies and 
big enterprises. If this is the case with big names, then what about small organizations 
and firms?

Apart from major events which contributed to growth of cyber insurance, there 
are some laws in various countries which are also the driving force behind the 
appreciable growth of cyber insurance. In 2003, the first data breach notification law 
was enforced where companies are accountable to both customers and governing 
authorities in black and white [45]. In EU, E-Privacy Regulation was enacted in 
2009 for telecommunication and ISPs, as these companies have huge databases of 
personal data of customers. So the regulatory authorities had thought of imposing a 
fine on banks and insurers and in case of any data breach event, the company had to 
inform the customer as well as the higher authority. Cyber insurance companies were 
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continually modifying their policies according to the changing laws in order to cover 
every single possibility of cyber risk and vulnerability with affordable premiums by 
the customers. Although there are many factors which make cyber insurance this big-
like market status, competition from other insurance providers, desirous of making 
profit from polices which are so well designed that they cover every possible cyber 
risk from the insured’s point of view but at the same time, policies support the insurer 
in case of any data breach or conflict. However, the major events in the last decade 
from 2000 contribute a lot to the immense growth of cyber insurance from traditional, 
basic and primitive to a comprehensive one.

3.2 Risk Assessment
Cyber insurance is an umbrella term which covers first party and third party losses 
due to a cyber-attack or data breach event. There are many challenges faced by cyber 
insurance providers, like design of policies that cover every probable risk but at 
the same time, they tried to ignore some precarious events with high probability by 
applying some conditions, exceptions or limits. The process involving risk assessment 
is complex and not defined in such a constantly changing landscape; the translation 
of identified risks and designed policies into well-formulated premiums which are 
profitable (not too low as the company faces loss and not too high as then it is not in 
demand by clients); the moral hazard problem. In this section, we only discuss about 
the risk assessment factor.

Risk assessment is an important part of underwriting cyber insurance policies as 
cyber attacks have an economic impact on the victim and any kind of miscalculation 
or not taking small factor into formula for calculating premiums can leave the 
company in dire straits (financial as well as reputational loss). From the beginning, 
risk assessment methodology is flawed because policy writers had faith in factors that 
are insufficient, like the firm’s past data breach events, standards or benchmarks set by 
local governing authorities and IT market (competitor’s policy framework and state 
of market). But changes in internet and ubiquity of cyber attacks are affected by more 
factors than mentioned above and which are really impactful to be considered. In the 
last decade, there has been a tremendous change in the paradigm from traditional risk-
assessment process of only checking properly installed and deployed firewalls, IDSs 
and anti-virus to new holistic pre-agreement with thorough analysis of the company’s 
profile. Now-a-days risk-assessment procedures not only provide static data summary 
of the company’s security profile but also provide much more meaningful statistics of 
the company’s state. 

Traditional risk-assessment process insufficiently found the impact of company’s 
security investment in mitigating only significant risks, but now risk-assessment 
companies generate questionnaires or checklists that have questions ranging from 
physical security to cyber vulnerabilities; they have questions about company’s IT 
infrastructure, security investment budget, practices followed by authorities and 
employees to ensure security, type of data managed by company, services that are 
outsourced by the company, the company’s past and present relations with other 
insurers, the company authorities must cite state laws stating that providing false 
information is a crime. They divide the checklist into four main domains, namely 
organizational, data management, cyber-culture and degree of exposure to risk.  
Table 1 presents the description about these domains [46].
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Table 1: Description about various domain names.

Sr. No. Domain Name Description

1. Organizational •	 General
•	 Infrastructure
•	 Crisis management
•	 Senior management
•	 Data breach history
•	 IT security budget

2. Data management •	 Type of data to be secured (Client’s personal data like credit/
debit card info. or trade secrets or proprietary knowledge)

•	 Access management
•	 Deployment of security devices
•	 Recovery measures

3. Cyber culture •	 Staff skills to detect threat
•	 Responsive measures against threats
•	 Threat visibility
•	 Usage policies of internet

4. Degree of exposure 
to risk

•	 Type of business
•	 Vulnerability assessment
•	 Dependency on outsourcing services
•	 Relation with outsourced vendors

5. Legal and 
compliance

•	 Implementation of state laws is strictly followed or not
•	 Standards related to a particular industry are followed?

This new holistic approach of checking and dividing the company’s profile into 
different domains thoroughly quantifies the cyber risks differently. This new approach 
checks the company’s outsourcing dependencies (taking third party help for service 
providing) to check what kind of vulnerabilities or risks might have been added by the 
third parties or sub parties into the applicant’s network. Apart from monitoring and 
analyzing other externalities that could contribute to a data loss event, this approach 
also checks the cyber culture implemented by the organization within its premises. In 
post-agreement approach, cyber insurers do risk assessment periodically to optimize 
decisions about prioritizing risks.

Factors like advancement in IT market, diversity in attack methods, emergence 
of new groups of cyber terrorists with faultless plans of performing cyber-attacks, 
competitors in market and lack of robust security make this approach suitable for risk 
assessment.

4. Need of Incentives

To make the internet a safe place to store data and to make safe transactions, all 
government, non-government (profit and non-profit public or private firms) need 
to come together in defending cyber attacks and viewing cyber security as societal 
welfare. Organizations stop viewing their investment in cyber security as a money-
making process. This is the first thing we should do to make internet safe.

Secondly, until we make the persons guarding the systems, the persons who 
suffer loss, we cannot tackle this problem. We need to create incentives at the points 
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where persons guarding the systems face the loss of cyber attacks. Incentive is the 
tool that can encourage various internet entities to invest in security and make their 
systems secure and avoid free-riding problems. The need for incentives arises from 
the uncovered losses. Let’s take the case of a naive home user, who uses his computer 
for light-weight applications like surfing internet, send or receive mail or use social 
networking sites. He does not have any confidential data or trade secrets that he wants 
to secure. He does not protect his system until some malfunction occurs and interferes 
with the normal usage of computer. This home user does not care if his system is 
changed to a bot and is used to carry out an attack on some third party. We have to 
provide incentives to this naive home user so that he wants to make his system safe 
from viruses or trojans. 

Next, if we talked about a big enterprise, then this enterprise has a much broader 
view of IT security than the home user. This enterprise not only wants to keep its 
systems safe and unhampered from viruses and attacks, but also wants to make 
its services available to clients in time along while assuring that the integrity and 
confidentiality of data remains intact. So, here the enterprise’s owner has much 
stronger incentives than the home user to make his systems secure. Since, security on 
internet is interdependent, if one entity on internet is not sufficiently safe, then other 
entities taking services from the former entity are also not safe in either way. 

The first thing we must do to avoid fraud and misuse of resources is to generate 
incentives at the right time and for the right party. A security researcher named 
Ross Anderson at Cambridge University wrote a paper [47], where he discussed the 
importance of liability and creation of incentives. He found out the reason behind 
the failure of ATM machines in Britain while in USA in spite of investing less in 
security, ATM is a huge success. In Britain, liability is on the user and in case of 
any dispute between the user and the bank, the user has to prove that the bank has 
committed a mistake which is a difficult task for the user. While in the USA, the 
liability is on the bank and in a case of dispute between the user and the bank, the 
bank has to prove whether the user is at fault or not. So, in simple terms, in the USA, 
the bank has proper incentive (motivation) to invest in information security and risk 
management techniques, like installing cameras and deploying security guards so that 
no user can try to cheat the bank, but in Britain, banks lack incentive (motivation) and 
the complete burden is on the user. This real life example shows a simple fact that 
liability and incentives should be associated with the party which is in best position 
to protect the information or is able to manage risks. Banks are in a better position to 
secure money and data, so more liability and incentives must be associated with the 
bank. This example shows how the incentive works.

We must use this concept in defending data and information available on internet. 
For example, A is an attacker and C is the victim. A attacks C using B’s system. B has 
nothing to do with C’s loss. But if B is responsible towards C, then B has stronger 
incentive to make his system more secure.

4.1 Disproportionate Incentives
Sensitive issues, like usage of computers by naive users and generation of incentives 
at right place to avoid security breaches, have always been neglected by security 
IT professionals and researchers. Misaligned incentives in the banking sector, as 
stated above, have created initial interest in economics of information security, as 
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we have already discussed that ATM machines are a success in the USA because of 
proper incentives at right party and well-allocated liability. This example shows that 
economics of liability and game theory in cyberspace are as important as cryptographic 
protocols and firewalls. Liability must be assigned to the party that can defend systems 
and manage risks efficiently among all the parties, but this does not mean that the user 
can escape all responsibilities. A conventional approach of liability allocation must be 
needed to assign liability to the right party.

A DDoS attack was witnessed in early 2000 when a series of DDoS attacks was 
launched against big companies, like Yahoo, Amazon. This DDoS attack involves 
flooding the target with huge packet traffic. Varian [48] explained this as the case 
of misaligned incentives where users are willing to spend on antivirus software but 
cannot spend on software that can prevent their systems from being used to launch 
attack against the third party.

Cyber attacks are a result of lack of incentives not only at network level but also 
at organizational level. Hackers and cyber attackers have their own hidden market 
economy which facilitates easy entry of those who are just computer literate, have 
well-distributed incentives, new ideas of carrying out attacks. This hidden market 
economy has completely different features than visible defensive market economy. 
Attackers always take advantage of imbalanced incentives between attackers and 
defenders. According to a survey report [49] on 800 IT security professionals, 
there existed three major incentive mismatches that put defenders in disadvantage. 
Following are the points:
 1. First incentive mismatch is between the attacker and defender. Security 

professional’s incentives are outlined by many factors, like hierarchical  
(top-down) approach of decision making and restricted by protocols set by 
a particular firm and governing authorities of that particular state while the 
attacker’s incentives are influenced by personal benefit and hidden decentralized 
market economy.

 2. Imbalanced incentives between planned approach and its implementation. Every 
organization has a well-defined approach to fight against cyber attack but due to 
certain reasons, many organizations fail to implement them practically. Many 
strategies remain only in documentation. 

 3. Incentive misalignment between policy makers and policy runners. There is a lot 
of difference in perception of incentives between higher authorities that make 
policies and operators that put those policies into practice. 

Cyber attackers have direct incentives like money, fame but cyber data defenders 
have indirect incentives. One more fact from the report is that higher authorities, who 
design policies, have more faith in effects of incentives than in the policy runners at 
the lower level. It could be due to unawareness of lower staff about existing incentives. 
If the things learnt from the attacker’s hidden market economy are implemented 
in the organization’s working environment and security-providing market, then 
many misalignments could be corrected. We need to grow more incentives at the 
operator level and make a uniform distribution of incentives hierarchical. The hacker 
community is leveraging market forces very efficiently than the defenders. They know 
how to take advantage of competition and market prices to reduce levels of difficulty 
for new entries and help them in exploiting exposed vulnerabilities and implementing 
new ideas for carrying out attacks. Secondly, public disclosure of vulnerabilities has 
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a different impact on the attacker and defender. Public disclosure of vulnerabilities 
reduces the attacker’s effort as well as cost in vulnerability research while it takes 
some time for the defenders to fix these loopholes.

So, assigning liabilities to the right party, growth of incentives at the right point and 
at policy runner level, experimentations to give the right metrics for risk assessment 
and incentive creation process, more use of outsourcing security and proliferating 
information sharing, can help in correcting misalignments of incentives.

4.2 External Factors Affecting Security
The internet world is affected by many pervasive, loose and huge externalities. 
Externality refers to cost (or benefit) a company has to suffer because of the decision 
of the other party. The impact of externality does not reflect in market prices. It is the 
loss or gain of welfare of a company due to decisions made by others. For example, 
if a factory has skilled labor, then the factory’s yield is definitely good; so this is 
positive externality. But if a user does not secure his system, then it can be a negative 
externality towards other users as this insecure system can be exploited as a part of 
botnet to launch attacks against other parties. 

Software vendors have competition to grab the user’s wallet first without caring 
much about the most important feature—security. We pay for IT security breaches in 
many ways: in the form of financial loss, reputational loss. Installing security features 
needs extra money, effort, time, decreased performance of the device, annoyed users 
and delay in product launch in market. Consequences of not paying attention towards 
security are less detrimental to the software vendors as they have to face intermittent 
bad press, unavailability of services for some time and switching of some users to 
other service providers. So, every big enterprise does exactly what every organization 
does in terms of security. These are not the only factors influencing network security 
externalities. 

Author Hirshleifer [50] talked about the weakest link rule. Traditionally, we assume 
that protection of a public good relies on the sum of efforts by all members of that 
protection group. But in this paper, the author explains by an example that protection 
of a public good depends on the effort by the weakest link of the specified group. He 
illustrates this by an example where an island named Anarchia can be protected from 
flood when every family residing on the island constructs defenses and now the safety 
of the island depends only upon the defense created by weakest (laziest) family. He 
further compares this example with the ICBM attack. Varian [51] extended this work 
by showing dependability of system reliability on three cases: total effort, weakest 
link and best shot. In the case of sum of efforts, system reliability depends mainly 
on the link possessing the highest cost benefit ratio and all other units’ free ride on 
the measures taken by this link. Another author [52] defines positive externalities as 
the reason for free ride problem. He states that a person taking defensive measures 
can generate positive externalities for others but at the same time, it can encourage 
other users not to take sufficient defensive measures on their part. This theory has 
real life implications also. If two neighbors shares one garden and one family cleans 
it regularly, then it has positive externality on another family but at the same time it 
discourages the other family not to clean the garden. Generally, positive externality 
and free ride problems are two sides of the same coin. 
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In [53], authors have shown the fact that positive consumption externalities 
influence the adoption of a new technology, either directly or indirectly, like the number 
of users currently using that technology affects the user’s decision for adopting the 
technology. Utility drawn from the technology by the user is directly proportional to 
the number of users consuming the technology. Similarly, another network externality 
is compatibility. If the new technology is able to run on the hardware already present 
with the user, then it can help the user to adopt new technology. Likewise, deployment 
of an efficient defensive mechanism depends on the number of users using it and its 
compatibility with the already available technology with the user. But everyone waits 
for the other user to use the technology first to give his reviews and as a result, an 
efficient technology could never have been implemented. [54] tried to give solutions 
to these problems. 

Moreover, software vendors take security as an extra feature and desist from 
performing their best unless the gain some profit for companies. Vendors try to 
balance the cost of secure software against benefit of insecure software. Because of 
their inappropriate approach of considering only the cost of secure software incurred 
to them, they ignore the cost incurred on the whole internet space and by other firms 
and users. Due to this software, buyers have to spend money on their security. This is 
also a kind of externality to network security. Many factors, like limitation of available 
quality product by software monopolies, ‘lock-in effect’ where companies provide 
minimal security initially and once they get established in market or achieve a certain 
number of users for doing a good business, they start adding security slowly to lock 
its customers while compatibility issues make very hard for customers to switch the 
company that again acts as externality to network security. 

It is very sad that no company makes security as a distinguishing feature. 
Companies choose occasional bad press rather than embedding security features from 
the very start of the software development cycle. It’s not like that we lack secure 
solutions or protocols, but we lack positive externalities to implement them.

5. Applications

In this section, we discuss applications of economic solutions to security data breaches. 

5.1 Trade of Vulnerabilities
Whether public disclosure of vulnerabilities leads to hygienic cyberspace or not has 
been a matter of discussion between software vendors and security researchers since 
a very long time. There have been many articles about the market where software 
vulnerabilities are sold and purchased at a very huge amount. Not only software 
companies and cyber attack market which are involved in this business, but also there 
are many government organizations that are also doing the same business. This market 
of selling and buying vulnerabilities has grown substantially since the last decade. 
Some researchers have presented papers about the economics related to vulnerabilities. 
Further, we discuss some of the important work done by the authors.

In [55], authors stated that software with many vulnerabilities and fixing one does 
not make a large difference in the probability of finding another by the attacker. Unless 
the inter-dependent vulnerabilities are discovered, there should be no revelation or 
persistent patching of the vulnerabilities. 
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Open source and free software vendors believed that making source code available 
to all users is a good step for security as users, professionals and researchers find the 
vulnerabilities while the opponent community believes that if the software code is 
made publicly available, then it would take fewer efforts to find vulnerabilities by the 
attacker. Now we have question: which public disclosure of vulnerabilities helps—the 
attackers or defenders?

Anderson [56] in 2002 showed that under certain assumptions, openness of source 
code helped attackers and defenders equally. According to his research, he found 
that open software and proprietary software have the same level of security. Another 
author [57] Ozment talked about immediate disclosure (where a vulnerability report 
is released before the patch for the same is ready) and responsible disclosure (where 
a vulnerability report is released after the patch was ready). The community favoring 
immediate disclosure said that immediate disclosure of vulnerabilities puts pressure 
on software vendors to provide patches immediately and at the same time encourage 
users to mitigate the risk of attack. The community favoring responsible disclosure said 
that immediate disclosure would lead attackers to find vulnerabilities more easily and 
thus result into an attack that could incur huge cost. Next in this paper, he investigates 
the vulnerabilities in FreeBSD and found that vulnerabilities are correlated and indeed 
likely to be rediscovered [57]. Further, Ozment and Schechter also found that the rate 
at which unique vulnerabilities were disclosed for the core and unchanged FreeBSD 
operating system has decreased over a six-year period [58]. These researchers claim 
that disclosure of vulnerabilities has helped in increasing the lifetime of software by 
improving security. Disclosures of vulnerabilities provide necessary motivation to 
software vendors to provide patches [59]. In [60], Arora et al. extended the work done 
in [59] and found through empirical studies that private disclosure makes vendors less 
responsive towards vulnerabilities as compared to open disclosure. He also stated that 
though disclosure leads to an increased number of attacks, at the same time it leads to 
a decreased number of reported vulnerabilities. 

So, we can clearly see that disclosure of vulnerabilities has a mixed view by 
researchers and software vendors. Software vendors need to understand the cost 
of design secure software is less than the cost of patching after vulnerability is 
announced. Apart from the cost, vendors have to face reputational loss and how can 
we ignore the cost of writing and deploying the patch? As discussed earlier in [16], 
Gordan and Loeb presented a model where they show that securing highly vulnerable 
information is expensive, so companies focus on securing information with average 
vulnerabilities. They also analyzed that in order to optimize the expected profit from 
security investment, a firm should spend only a fraction of expected loss due to a 
security breach event. 

A social-minded white hat hacker, on finding a vulnerability, will responsibly 
report to the respective firm in expectation of some monetary reward. In this case, no 
party faces loss as the respective company now can fix the patch, while the white hat 
hacker receives his reward and there is no cyber attack related to that vulnerability. But 
it is an irony that reporting the same vulnerability to the hidden cyber attack market 
by the black hat hacker is more profitable comparatively. We need to encourage white 
hat trades as many companies have started many programs to provide vulnerability-
reporting incentives. For example, Google’s ‘Project Zero’ is such an initiative where 
full-time researchers are employed to find vulnerabilities and report to the related firm. 
There is one more effective provision in this scheme—if the related company does 
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not fix the vulnerability within 90 days, then the Website publishes its name publicly. 
There is no denying the fact that one party from all internet entities has to pay for 
these vulnerabilities either way in the form of fee to the consultant, or fee to the third 
party for outsourcing security or many other direct and indirect losses. So, it would be 
better to invest in fixing bugs and vulnerabilities from the beginning of the software 
development. 

5.2 Economics of Privacy
Internet is the world where it offers the chances of unparalleled privacy but at the 
same time offers loss of privacy. There are many laws and regulations enforced to 
protect privacy and they have a huge support from users and professionals. There 
are also many technologies that can offer good security to maintain privacy [61]. We 
already discussed the fact that firms do not have stronger incentives to implement 
good technical solutions. 

Everyone is concerned about privacy but few do anything about protecting 
privacy. People make intense concerns regarding privacy, but do not take a minute 
to give their personal details on internet with very little or no incentive. This gap 
of statements and actions on internet has motivated many researchers to invest their 
time in this direction. Like in [62], authors proposed a model to study the effect of 
various regulation laws on security investment. They stated that firms that have been 
compromised have to report to authorities regarding the security investment, which 
leads to over-investment in breach detection and under-investment in prevention 
techniques. In [63], a utility approach is proposed for firms to decide whether they 
need to invest in internal security measures or outsourcing security. In a paper [64], 
authors have shown that user’s decision about securing privacy is affected by many 
factors, like incomplete information and even with complete information, they get 
attracted towards short-term benefits at the cost of long-term privacy as the user is 
unable to act rationally on huge dataset. 

In another kind of behavioral research [65], where authors surveyed students 
to measure their privacy preferences in different scenarios and showed that a group 
of students read all privacy policies to guarantee that their answers could never be 
linked to them in future and answered only a few questions out of the total questions. 
Another group, which was made to give answers on some website having no privacy 
feature (not linked to their college’s site), revealed all their personal information. 
In [66], authors had investigated the impact of disclosure of privacy flaws and data 
breaches related to privacy on consumer’s purchases in future. If [18], companies 
reporting security data breach lose confidential information, then stock prices of such 
companies are more likely to fall. So, economics of privacy mainly works on the 
actions of companies and users related to personal data. Here also, incentives play a 
major role for users and firms to enhance security feature. 

6. Conclusion

Finally, we conclude that economic solutions for security breaches are as important 
as technological solutions. In this chapter, we tried to give some useful insights about 
the importance of economical solutions, cyber insurance, liability assignment, growth 
of proper incentives at right party, externalities faced by security and trade related 
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to vulnerabilities and privacy. If we succeed in providing incentives as well as in 
correcting economic problems, then vendors can implement efficient technological 
solutions. Users at any level, whether it is the home user or the security managers 
of big enterprises, must understand their liabilities towards other entities on network 
and come up with the best efforts in securing their systems as cyber security is inter-
dependent. Externalities also play a major role in regulating network security. 
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1.  Introduction

In March 2016, John Podesta, Chairman of the Hillary Clinton presidential campaign, 
received a phishing e-mail with a subject line,“*Someone has your password*” (see 
Fig. 1). The e-mail greeted Podesta, “Hi John,” and then read, “someone just used 
your password to try to sign into your Google account john.podesta@gmail.com.” 
Then it provided a time stamp (Saturday, 19 March, 8:34:30 UTC) and an IP address 
(134.249.139.239) in the location (Ukraine), where someone used his password. The 
e-mail also stated, “Google stopped this sign-in attempt.” It then offered a link luring 
him to change his password immediately. Bit.ly provides Web address shortening 
service (i.e., this is heavily used by Twitter users), which can make users easier to 
share. So, hackers created a Bit.ly account called Fancy Bear, belonging to a group 
of Russian hackers, to bypass the Web browser phishing e-mail filtering system to 
make the attack successful. Unfortunately, Podesta clicked on the link and disclosed 
his credentials to the hackers. The hacking group, which created the Bit.ly account 
linked to a domain under the control of Fancy Bear, failed to make the account private. 
Therefore, this shows that “hackers are human too and they make mistakes (i.e., 
weakest link).”
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Phishing (identity theft) is particularly dangerous to computer users [2–5]. It 
synthesizes social engineering techniques (i.e., the art of human hacking) along with 
the technical subterfuge to make the attack successful [6]. Phishing aims to steal 
sensitive information, such as username, password and online banking details from its 
victims [2]. Mass-marketing perpetrators commit identity theft to contact, solicit and 
obtain money, funds, or other items of value from victims [7]. Online Mass-Marketing 
Fraud (MMF) is a serious, complex and often very organized crime, which exploits 
mass communication techniques (e.g., email, instance messaging service, spams, 
social networking website) to steal people’s money.

Automated tools (e.g., anti-phishing, anti-virus and anti-spyware) have been 
developed and used to alert users of potential fraudulent e-mails and Websites [8, 9]. 
However, these tools are not entirely reliable in detecting and preventing people from 
online phishing attacks, for example, even the best anti-phishing tools missed over 20 
per cent of phishing Websites [10, 11] because the ‘humans’ are the weakest link in 
cyber security [2]. It is impossible to completely avoid the end-user [12]; for example, 
in personal computer use, one mitigating approach for cyber security is to educate 
the end-user in security prevention [65]. Educational researchers and industry experts 
talk about well-designed user security education being effective [2, 3, 13, 10, 14, 
15]. However, we know to our cost no one talks about how to better design-security 
education for end-users. Therefore, the aim of this research proposal is to focus on 
designing an innovative and gamified approach to educate individuals about phishing 
attacks. The study asks how one can integrate ‘self-efficacy’, which has a co-relation 
with the user’s knowledge into an anti-phishing educational game to thwart phishing 
attacks?

We initially focus on identifying how people’s ‘self-efficacy’ enhances their 
phishing threat-avoidance behavior. One of the main reasons would appear to be a lack 
of user knowledge to prevent phishing attacks. Based on the literature, we then attempt 
to identify the elements that influence (in this case, either conceptual or procedural 
knowledge or their interaction effect) to enhance people’s phishing prevention 

Fig. 1: The John Podesta e-mails released by WikiLeaks [1].

> *From:* Google <no-reply@accounts .googlemail.com> 

> *Date:* March 19, 2016 at 4: 34: 30 A/>1 EDT 

> *To:• - a@gmail.com 

> *Subject: • *Someone has your password* 

> Someone has your password 

> Hi John 

> Someone just used your password to try to sign in to your Google Account 

•••• @gmail.com . 

> Details: 

> saturday, 19 March, 8:34:30 UTC 

> IP Address : 134. 249.139.239 

> Location: Ukraine 

> Google stopped this sign-in attempt . You should change your password 

> immediately . 

> CHANGE PASSL-.ORD <https : //bit . ly/1PibSU0> 
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behavior through their motivation. Based on the literature, we will also attempt to 
identify whether conceptual knowledge or procedural knowledge has a positive effect 
on computer users’ self-efficacy in relation to thwarting phishing attacks. Furthermore, 
the current research work integrates either procedural or conceptual (or the interaction 
effect of both procedural and conceptual) knowledge into an anti-phishing educational 
game to educate people better on how to protect themselves against phishing attacks. 
We believe this will certainly improve users’ ability to thwart phishing attacks.

2. Related Work

Educational games and simulations have become increasingly acceptable as an 
enormous and powerful teaching tool that may result in an ‘instructional revolution’ 
[16–19]. The main reason is that game-based education and the use of virtual 
environment allow users to learn through experience while leading them to approach 
problem solving through critical thinking [2, 20] describes Serious Games as “a mental 
contest, played with a computer in accordance with specific rules.” [21] proposed the 
following thematic classification based upon Zyda’s definition of Serious Games— 
Military Games, Government Games, Educational Games, Corporate Games, Health- 
care Games, Political and Religious Games. Nevertheless, serious games are quite 
useful as an effective teaching medium [22] because it enables users to learn in an 
interactive and attractive manner [23]. There is a considerable amount of published 
studies in the literature describing the role of games in the educational context. Bellotti, 
et al. [24] designed a Massive Multiplayer Online Game (MMOG) for high-school 
called ‘SeaGame’ to promote best practices in sea-related behaviors, such as sailing or 
beach surveillance. The main focus of the ‘SeaGame’ was to embed the educational 
content into the gaming context in a meaningful, homogeneous and compelling whole, 
where the player can enjoy learning while having fun. Authors have concluded that 
this type of games helps people to improve their best practices in behavior.

In addition, game-based education is further useful in motivating players to 
change their behavior. Gustafsson and Bang [25] designed a pervasive mobile-based 
game called ‘Power Agent’ to educate teenagers and their families to reduce energy 
consumption in their homes. They attempted to transform the home environment and its 
devices into a learning arena for hands-on experience with electricity usage. The results 
suggested that the game concept was more efficient in engaging teenagers and their 
families to reduce their energy consumption during the game sessions. Furthermore, 
serious games can be effective, not only for changing people’s behavior, but also 
for developing their logical thinking to solve mathematical problems. [26] designed 
‘Wu’s Castle’ through an empirical investigation, which is a 2D (2-dimensional) role-
playing game where students developed their C++ coding skills, such as loops, arrays, 
algorithms and logical thinking and problem solving. The results showed that ‘Wu’s 
Castle’ is more effective than a traditional programming assignment for learning on 
how to solve problems on arrays and loops. One of the most well-established facts 
within the serious games research is the ability to enhance players’ motivation towards 
learning as they are able to retain their attention and keep engaged and immersed in 
games [2, 27–30]. Other interesting facts of educational games are: (a) The provision 
of immersive gaming environments that can be freely explored by players and promote 
self-directed learning [31, 32]. (b) The immediate feedback process with perception 
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of progress [33, 29, 28]. (c) Their relation to constructivist theories and support of 
learning in the augmented environment [28, 34].

The design of serious games is a double-edged sword. When its power is properly 
harnessed to serve good purposes, it has tremendous potential to improve human 
performance. However, when it is exploited for violation purposes, it can pose a huge 
threat to individuals and society. Therefore, the designing of educational games is 
not an easy task and there are no all-purpose solutions [35]. The notion that game-
based education offers the opportunity to embed learning in a natural environment, 
has repeatedly emerged in the research literature [36, 2, 3, 15, 10, 6, 27, 37].

A number of educational games have been designed and developed to protect 
computer users and to assert security issues in the cyberspace [17], for example, 
some educational games teach information assurance concepts, whereas others teach 
pure entertainment with no basis in information assurance principles or reality [66]. 
However, there is little research on engagement in the virtual world that also combines 
the human aspect of security [10]. Therefore, it is worth investigating further on game-
based learning in order to protect computer users from malicious IT threats, such as 
MMFs.

Even though there are usability experts who claim that user education and training 
does not work [10], other researchers have revealed that well-designed end-user 
education could be a recommended approach to combating against cyber-attacks, such 
as MMFs [38, 14, 15, 39, 40]. In line with [41], also [14] and other researchers argue 
that current security education on malicious IT threats offers little protection to end 
users, who access potentially malicious websites [15, 10, 13].

Another reason for ineffectiveness of current security education for phishing 
prevention is because security-education providers assume that users are keen to 
avoid risks and thus likely to adopt behavior that might protect them. [14] claimed 
that security education should consider the drivers of end-user behavior rather than 
warning users of dangers. Therefore, well-designed security education (i.e., user-
centered security education) should develop the threat perception where users are 
aware that such a threat is present in the cyberspace. It should also encourage users 
to enhance avoidance behavior through motivation to protect them from malicious IT 
threats.

Literature revealed that well-designed games focusing on education could be 
helpful in learning, even when used without assistance. The ‘Anti-phishing Phil’ 
game developed by [10] reported results that confirm that games educate people about 
phishing and other security attacks in a more effective way than other educational 
approaches, such as reading anti-phishing tutorial or reading existing online training 
materials. [2] developed a mobile game prototype to teach people how to thwart 
phishing attacks. Their mobile game design aimed to enhance the user’s avoidance 
behavior through motivation to protect themselves against phishing threats. The 
designed mobile game was somewhat effective in teaching people how to thwart 
phishing attacks as the study results showed a significant improvement in participants’ 
phishing threat-avoidance behavior in their post-test assessment. Furthermore, the 
study findings suggested that participants’ threat perception, safeguard effectiveness, 
self-efficacy, perceived severity and perceived susceptibility elements positively 
impact threat avoidance behavior, whereas safeguard cost had a negative impact on it.

[42] have developed a board game that contributes to enhance users’ awareness of 
online phishing scams. Their findings reveal that after playing the game, participants 
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had a better understanding of phishing scams and learnt how to better protect 
themselves. [43] designed and evaluated an embedded training e-mail system that 
teaches people to protect themselves from phishing attacks during their normal use 
of e-mail. The authors conducted lab experiments contrasting the effectiveness of 
standard security notices about phishing with two embedded training designs they had 
developed. They found that embedded training works better than the current practice 
of sending security notices.

[44] evaluated the impact of end-user education in differentiating phishing e-mails 
from legitimate ones. They provided an overview of phishing education, targeting 
on context aware attacks and introduced a new strategy for end-user education by 
combining phishing IQ tests and classroom discussions. The technique involved 
displayed both legitimate and fraudulent e-mails to users and asked them to identify 
the phishing attempts from the authentic e-mails. The study concluded that users 
identified phishing e-mails correctly after having the phishing IQ test and classroom 
discussions. Users also acknowledged the usefulness of the IQ test and classroom 
discussions. Researchers at Indiana University also conducted a similar study of 1,700 
students in which they collected Websites frequently visited by students and either 
sent them phishing messages or spoofed their e-mail addresses [45].

Tseng et al. [46] also developed a game to teach users about phishing, based on 
the content of the Website. The authors proposed the phishing attack frame hierarchy 
to describe stereotype features of phishing-attack techniques. The inheritance and 
instantiation properties of the frame model allowed them to extend the original 
phishing pages to increase game contents. Finally, the authors developed an  
anti-phishing educational game to evaluate the effectiveness of the proposed frame 
hierarchy. The evaluation results showed that most of the lecturers and experts were 
satisfied with this proposed system.

Previous research has revealed that technology alone is insufficient to ensure 
critical IT security issues. So far, there has been little work on end user behavior of 
performing security and preventing users from attacks which are imperative to cope 
with phishing attacks [2, 13, 3, 47–50, 23, 51]. Many discussions have terminated 
with the conclusion of “if we could only remove the user from the system, we would 
be able to make it secure” [52]. Where it is not possible to completely eliminate the 
user, for example, in home use, the best possible approach for computer security is 
to educate the user in security prevention [2, 13, 3, 14, 53]. Previous research has 
revealed well-designed user-security education can be effective [10, 15, 43, 54]. This 
could be Web-based training materials, contextual training and embedded training to 
improve users’ ability to avoid phishing attacks.

Therefore, this research focuses on investigating how one can educate the people 
better in order to protect themselves from phishing attacks. To address the problem, this 
research attempts to understand how people’s ‘self-efficacy’ enhances their phishing 
threat-avoidance behavior. The research work reported in this paper then discusses how 
one can integrate people’s ‘self-efficacy’ into an anti-phishing educational game design 
in order to better educate themselves against phishing attacks.

3. Methodology

The aim of the proposed game design is to integrate people’s ‘self-efficacy’ into 
an anti-phishing educational-game design in order to educate themselves better to 
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thwart phishing attacks. Self-efficacy has a corelation with individuals’ knowledge 
[55]; for example, uses are more confident to take relevant actions to thwart phishing 
attacks, when they are knowledgeable of phishing threats. [56] has revealed that one’s 
knowledge can be influenced by learning procedural and conceptual knowledge. 
[57] has argued that conceptual knowledge is close to the idea of ‘know that’ and 
procedural knowledge ‘know how’ in which, both the ideas are imperative to educate 
one to thwart phishing attacks. Furthermore, his research work describes that such 
conceptual knowledge permits one to explain why, hence the difference of ‘know 
how’ and ‘know why’. Additionally, [56] stated that the two ideas of conceptual and 
procedural knowledge are frequently treated individually, with their relationship being 
disregarded.

Therefore, in this research, the elements derived from a theoretical model [13] will 
be used to incorporate into the game design to thwart phishing attacks. The theoretical 
model [13] (Fig. 2) examines if conceptual knowledge or procedural knowledge 
affects computer users’ self-efficacy in thwarting phishing attacks. Their findings 
revealed that the interaction effect of both procedural and conceptual knowledge will 
positively influence self-efficacy, which contributes to enhancing computer users’ 
phishing threat-avoidance behavior (through their motivation).

4.  Integrating ‘Self-efficacy’ into a Game Design

To explore the viability of using a game to thwart phishing attacks based on ‘self-
efficacy’, a prototype designed was proposed. We developed a story addressing 
‘self-efficacy’ (in this case, both procedural and conceptual knowledge as well as its 
interaction effect) of phishing URLs within a game design context.

4.1 Story
The game story was created based on a scenario of a character of a small and big 
fish, both living in a big pond. The game-player role-plays the character of the small 
fish, which wants to eat worms in order to become a big fish. Worms were randomly 
generated in the game design. However, the small fish should be very careful of 
phishers, who may try to trick him with fake worms. This represents phishing 

Fig. 2: Elements address in the game design [13].

Note:

Avoidance 
MotivationSelf-Efficacy

Procedural 
Knowledge

Conceptual 
Knowledge

Avoidance 
Behavior

Interaction
Elements address in the game design



Teaching Johnny to Thwart Phishing Attacks 343

attacks by developing threat perception. The other character is the big fish, which 
is an experienced and grown-up fish in the pond. The proposed mobile game-design 
prototype contains two sections: teaching the concept of phishing URLs and phishing 
e-mails. The proposed game design teaches how one can differentiate legitimate URLs 
(Uniform Resource Locators) from fraudulent ones.

4.2 Storyboarding
The game scenario focused on designing an educational game for users to thwart 
phishing attacks. Therefore, the current study attempts to design a storyboard based 
on the game scenario as the initial step for the game.

A storyboard is a short graphical representation of a narrative, which can be used 
for a variety of tasks [58]. The exercise of creating storyboards has drawn from a long 
history with particular communities, such as those for developing films, television 
program segments and cartoon animations [59]. Storyboarding is a common technique 
in Human Computer Interaction (HCI) to demonstrate the system interfaces and 
contexts of use [58]. One of the best ways to vizualize the game is ‘storyboarding’ it to 
create a sequence of drawings that shows different scenes and goals [59]. Storyboard 
sketches are used in this study to do brainstorming and getting down the general flow 
of the game on a paper. Stories are rich and the fleshed-out descriptions of settings, 
people, motivation, activities, goals and values are presented in a coherent and causally 
connected way.

As interactive computing moves off the desktop to mobile devices, storyboards 
should demonstrate not only the details related to the specific interface-design context 
but also the high concepts surrounding the user’s motivation and emotion during the 
systems use [58]. This is because the lack of the user’s motivation can cause less 
satisfaction in the system use. This situation leads the user to engage the system, 
which also directly causes not to produce the expected level of output by the system. 
Storyboards can illustrate a visual scenario of how an application feature works in 
designing new technologies. The designer creates an information design scenario that 
specifies the representation of a task’s objects and actions that may help the end-user 
perceive, interpret and make sense of the proposed functionalities. The interaction 
design scenario specifies how the user would interact with the system to perform new 
activities. Therefore, in the current study, the process of creating a story can hold the 
game player’s attention to the factors necessary to make an effective solution.

The story-based design methods can be beneficial in two specific ways [60]. First, 
use of case descriptions is important in understanding how technology reshapes user 
activities. Second, the story can be created before the system is built and its impacts are 
figured out. Thus, it has been shown that designers often use storyboards to visualise 
the depiction of information.

 There are a number of existing research utilising storyboarding tools, such as Silk 
[61], DENIM [62] and DEMAIS [42] to create interaction scenarios to convey how 
the end-user interacts with the envisioned system. However, designers brainstorm 
individually their design alternatives while capturing their ideas in quick sketches 
using ink pen or pencil and papers [58] because this is the easiest and quickest way to 
visualise the idea instead of using drawing tools, such as Microsoft PowerPoint and 
Microsoft Paint, or much more advanced graphics tools, such as Adobe Photoshop and 
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Adobe Illustrator. In addition, paper prototypes are low-fidelity prototypes to suggest 
changes. A prototype design can be either high fidelity or low-fidelity prototype. There 
are some important trade off here in developing high-fidelity prototypes and low-
fidelity prototypes. The high fidelity prototype does look and feel more real to the 
user. Consequently, users may be more reluctant to critique the interface. Therefore, a 
quick and dirty-paper prototype is more powerful to design storyboards [63]. Finally, 
quick and dirty-paper prototypes are considered more powerful to use for designing 
storyboard. Therefore, the game was initially sketched in a storyboard, using ink pen, 
post-it notes and papers based on the above-mentioned story and which is shown in 
Fig. 3 [58].

Fig. 3: The game storyboard design.

4.3 Mechanism
Funny stories are a great tonic for maintaining users’ attraction in eLearning [64]. 
Storytelling techniques are used to grab attention, which also exaggerates the 
interesting aspect of reality. Stories can be based on personal experiences or famous 
tales or could also be aimed to build a storyline that associates content units, inspire 
or reinforce.

The game is based on a scenario of a character of a small fish and ‘his’ teacher 
who live in a big pond. The more appropriate, realistic and content in the story, the 
better the chances of triggering the users. The main character of the game is the small 
fish, who wants to eat worms to become a big fish. The game player role-plays as a 
small fish. However, he should be careful of phishers that try to trick him with fake 
worms. This represents phishing attacks by developing threat perception. Each worm 
is associated with a Website address and the Unified Resource Locator (URL) appears 
as a dialog box. The small fish’s job is to eat all the real worms which associate 
which legitimate Website addresses and reject fake worms which associate with fake 
Website addresses before the time is up. This attempts to develop the severity and 
susceptibility of the phishing threat in the game design.
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The other character is the small fish’s teacher, which is a mature and experienced 
fish in the pond. If the worm associated with the URL is suspicious and if it is difficult 
to identify, the small fish can go to his teacher and request for help. The teacher could 
help him by giving some tips on how to identify bad worms. For example, “Website 
addresses associating with numbers in the front are generally scams”, or “a company 
name followed by a hyphen in a URL is generally a scam”. Whenever the small fish 
requests help from the teacher, the time score will be reduced by a certain amount (in 
this case by 100 seconds) as a payback for the safeguard measure. This attempts to 
address the safeguard effectiveness and the cost needs to pay for the safeguard in the 
game design.

The game prototype design consists of a total of 10 URLs to randomly display 
worms, including five good worms (associated with legitimate URLs) and five fake 
worms (associated with phishing URLs). If the user correctly identifies all good 
worms while avoiding all fake worms by looking at URLs, then he will gain 10 points 
(in this case each attempt scores 1 point). If the user falsely identifies good worms or 
fake worms, each attempt loses one life out of the total lives remaining to complete the 
game. If the user seeks help from the big fish (in this case small fishaˆA˘ Z´s teacher) 
each attempt loses 100 seconds out of the total remaining time to complete the game, 
which is 600 seconds.

4.4 Game Design
The game was designed, based on the aforementioned storyboard mechanism  
(Fig. 3). Each worm is associated with an URL, which appears as a dialog box. The 
small fish’s job is to eat all the real worms, which are associated with legitimate URLs 
while preventing eating of fake worms, which are associated with fraudulent URLs 
before time is up. If the phishing URL is correctly identified, then the game player is 
prompted to identify which part of the URL indicates phishing (Fig. 4). This determines 
whether or not the game player has understood the conceptual knowledge of the 
phishing URL. At this point in time, the score of the game player will encourage him/
her in order to proceed with the game. Nevertheless, if the phishing URL is incorrectly 
identified, then the game player will get real time feedback, saying why their decision 
was wrong with an appropriate example, such as “Legitimate websites usually do not 
have numbers at the beginning of their URLs” or http://187.52.91.111/.www.hsbc.
co.uk. Therefore, this attempts to teach the player about conceptual knowledge of 
phishing URLs within the game-design context.

Furthermore, one can argue that presenting the player with different types of URLs 
to identify if it is phishing or legitimate (i.e., procedural knowledge), then asking them 
to identify which part of the URL is phishing (i.e., conceptual knowledge) would 
positively impact his/her self-efficacy to enhance the phishing-threat avoidance.

The proposed game design is presented at different levels, such as beginner, 
intermediate and advance. When the player moves from the beginner to advanced 

Fig. 4: The game player is prompted to identify which part of the URL indicates phishing.

Please identify which part of the URL indicates phishing?

http://187.52.91.111
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level, complexity of the combination of URLs (i.e., procedural knowledge) 
dramatically increases while considerably decreasing the time period to complete the 
game. Procedural knowledge of phishing prevention will be then addressed in the 
game design, as the complexity of the URLs is presented to the player through the 
design. The overall game design focuses on designing an innovative and gamified 
approach to integrate both conceptual and procedural knowledge effects on the game 
player’s (i.e., computer user) self-efficacy to thwart phishing attacks.

If the worm associated with the URL is suspicious or if it is difficult to identify/
guess the small fish (in this case the game player) can go to the big fish and request 
for help. The big fish will then provide some tips on how to recognize bad worms 
associated with fraudulent URLs. For example, “a company name followed by 
a hyphen in an URL is generally a scam” or “Website addresses associated with 
numbers in the front are generally scams”. This will again aid to develop the player’s 
‘self-efficacy’ to combat against phishing attacks. Whenever the small fish asks 
for some help from the big fish, the time left will be reduced by a certain amount  
(e.g., 100 seconds) as a payback for the safeguarding measure.

5.  Conclusion and Future Work

This research focuses on designing an innovative and gamified application to integrate 
both conceptual and procedural knowledge effects on the game player’s (i.e., computer 
user) self-efficacy to combat against phishing attacks. The study asks how one can 
integrate ‘self-efficacy’ into an anti-phishing educational gaming tool that teaches 
people to thwart phishing attacks? The game design teaches how one can differentiate 
legitimate URLs (Uniform Resource Locators) from fraudulent ones. The elements 
derived from a theoretical model [13] are incorporated into the proposed game 
design to thwart phishing attacks. The theoretical model [13] reveals the interaction 
effects of both conceptual knowledge or procedural knowledge that will positively 
affect self-efficacy, which contributes to enhancing the computer user’s phishing 
threat-avoidance behavior (through motivation). Furthermore, as future research, we 
attempt to implement this game design and empirically investigate through users in 
order to understand how their knowledge (the interaction effect of both conceptual 
and procedural) will positively affect self-efficacy, which eventually contributes to 
enhancing their phishing threat-avoidance behaviour.

The transformative nature of research work is in presenting the game-based 
awareness design for individuals to protect oneself against phishing crimes. The 
proposed game design that integrated the user’s ‘self-efficacy’ will enhance the 
individual’s phishing threat-avoidance behaviour. This concept is based on the notion 
that not only can a computer game provide anti-phishing education, but also provide 
a better learning environment, because it motivates the user to remain attentive by 
providing immediate feedback. This can also be considered an appropriate way 
to reach individuals in society where the message of phishing-threat awareness is 
vital, making a considerable contribution to enabling the cyberspace to be a safe 
environment for everyone.

The proposed game is designed to encourage users to enhance their avoidance 
behavior through motivation to protect themselves from phishing attacks. Moreover, 



Teaching Johnny to Thwart Phishing Attacks 347

we will record how users employ their strategies to differentiate phishing attacks from 
legitimate ones through the game and then develop a threat model, understanding 
how cybercriminals leverage their attacks within the organization through human 
exploitation.
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