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Preface

This is the age of data. There are more innovations and more op-
portunities for interesting work with data than ever before, but
there is also an overwhelming amount of quantitative information
being published every day. If you consume it (and who doesn’t?),
you might feel that you want to be able to get more out of what
you see. If you produce it, you’ll want your message to get across
and not fizzle out because of poor communication. I hope this book
is helpful to both the producers and the consumers.

Data visualization has become big business, because communi-
cation is the difference between success and failure, no matter how
clever the analysis may have been. Even the fact that charts and
graphs have a new name tells you that it is a hot topic, and you
can shorten it to dataviz if you want to be really a la mode.

This book is deliberately a broad overview that covers a lot
but not in great detail. Part 1 has two chapters that everyone
should read, then Part 2 can be skipped if you have already studied
statistics, otherwise it will help get you ready for the real fun which
follows in Part 3: a series of short chapters of a few pages each,
which you can dip into depending on your interests. I know my
readers may be busy people, so you can read a Part 3 chapter in a
coffee break or commute. You will also find no algebra anywhere
in this book. I promise.

When we analyze data, we are representing all the complexity
of the world, and our attempts to understand how it works, in
numbers. In doing so we lose some detail — we choose what to
quantify and what to leave behind — but we gain objectivity. With
modern statistical methods, we can spot a huge range of patterns
amid the noise, and overcome the cognitive biases that confuse us.
However, there are limits to what can be seen in a list or even a
table of numbers. When the numbers overwhelm us, an image can
help us spot what is really of interest. Sometimes, the pattern we
are looking for can be complex, and even with only a few numbers,

XXiii



xxiv M Preface

we still can’t grasp it until it is drawn. Why do images help so
much when they seem fundamentally different from numbers?

One explanation is that we humans have been using our eyes to
find food and shelter, and avoid predators, for a very long time, and
the part of the brain that processes visual information is extremely
well developed. In contrast, we have been writing and reading num-
bers for only a few thousand years at best. It would be a mistake
not to tap into the incredible power of our eyes and brains when
we need to understand data.

It can feel like drawing charts and maps belongs to the arts
a bit more than the sciences, and somehow is not as respectable
as a formidable equation with lots of arcane symbols, or a mind-
numbingly large table packed full of numbers. This is really not
true: there is nothing less scientific about an image, but there is
something bad about depicting data in a way that the audience
might not understand. If you want to calculate, you should also
know how to communicate. I'm sorry to say my profession (statis-
ticians) are not best known for this.

Most of the time, there is no single best way to visualize data,
which makes this endeavor harder work but also more interesting.
Statistician John Tukey wrote in 1977, “Aims can differ, and plots
[visualizations, we might say now| should follow aims.” This is still
true.

There are several excellent books on data visualization but this
one tries to do something different: provide a brief overview of
techniques and tools, while all the time emphasizing statistical
reasoning — the title of this series. Most of the visualization books
of recent years were written by people from a design or journal-
ism background, and although there is much to be learned from
them, this book will go deeper into statistical topics like predictive
models; I don’t believe there has been a statistical overview since
William Cleveland’s books The Elements of Graphing Data in 1985
and Visualizing Data in 1993.

I have written with some audiences in mind:

e The manager of a team working with data who has to get
them up and running with data visualization, or maybe com-
mission someone to do the work,

e the statistician or data scientist who has never had any train-
ing in visualizing their findings and wants to find out about
it,
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e the designer or journalist who wants to get into working with
data in a statistically sound way,

e anyone who reads about data and statistics and wants to
know how to get the most information out of charts, graphs
and maps while also spotting the misleading or confusing
ones.

I created all the visualizations in this book, except where copy-
right is given in the captions, and on the accompanying website at
robertgrantstats.co.uk/dataviz-book you will find how I did
it in each case. The goal was to illustrate specific topics in dataviz,
so they are generally quite plain. I also used parts of datasets, in-
vented datasets, and less than optimal analyses for this reason. You
should definitely not rely on any images in this book to guide you
on how to make British trains run on time, treat drug addiction,
or find taxis in New York!

There are some topics which are fascinating but can’t be in-
cluded in this book: representing data in sound, art made from
data, physical representations like sculptures or 3-D printing, visu-
alizing qualitative data (such as interview transcripts) and acces-
sibility for people with visual impairment.

TERMINOLOGY

There are a few common terms that are worth defining before we
begin.

e An observation is a single set of measurements. When we vi-
sualize data, we are dealing with measurements on observa-
tions. If it’s a questionnaire that was filled out by customers
after buying from your business, each questionnaire is an ob-
servation. If you have weather data taken at noon every day
for several years, each day is an observation.

e A wariable is a characteristic that we measure for the ob-
servations. Your customers might indicate their age — that’s
a variable — and the weather might include temperature at
noon — another variable. Some variables are numbers and
some are categories, and we’ll separate those in Chapters 3
and 4. Each variable takes a value for each observation.

e Each variable is either quantitative or categorical. The quan-
titative ones have numbers that mean something, like the
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temperature at noon. We can subtract one day’s tempera-
ture from another and that is a meaningful number: how
much warmer or cooler it is. Categorical variables can be
sub-divided into nominal (just a collection of categories, like
countries of the world) or ordinal (categories that go in a spe-
cific order, like age groups: under 18, 18-30, 31-40, 41-64, 65
and over). These types of variables call for different types of
visualization, and I'll go into that in more detail in Part 2 of
the book.

In many data visualizations, there are azes which are like
rulers alongside the image, and indicate what value is shown
at what location. What we’re doing is taking the values and
encoding them as the position on the page or screen, and the
axes show us what that position means in numbers. We’ll
talk about that more in Chapter 2.

Sometimes, the data appear as lines, sometimes as colored
areas, and sometimes as little circles or other shapes. Those
little shapes are called markers.

I also want to differentiate between three ways in which the
data get translated into what you see:

By encoding, I mean a way of translating numbers into what
is seen. Perhaps a high value means that marker is far to the
right, and a low value means far to the left.

By format, I mean that there are some familiar looks to vi-
sualizations and we can appeal to those to help readers un-
derstand what we’re showing. The same encoding can result
in lines or markers or colored areas, for example — those are
formats.

What remains is a lot of choices about how it looks and I call
this aesthetics. For example, once you've decided to have a
line, you could make it thick or thin, it could have a shiny
effect so it looks like a metal tube, or whatever other special
effect you want.

If you have encountered Leland Wilkinson’s “grammar of graphics”
before (which is implemented in the popular “ggplot2” package
for the R programming language), you’ll notice these are almost
the “co-ordinates, geometries and aesthetics” used there (but not
quite).
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CHAPTER 1

Why visualize?

SPENT TWENTY YEARS working in various aspects of

medical research. I was trained in statistics and contributed to
many reports and scientific journal articles. One way or another,
my colleagues and I were aiming to make the world a better place.
To do that, we first had to get our messages across to busy readers.
We needed them to remember and act on our findings.

But most of that effort went on to have no impact at all. Those
reports, if they haven’t gone to the dump, gather dust on shelves.
Those scientific journal articles likewise. Few people have the en-
ergy to plough through boring, dry text and tables of numbers. I
realized too late that all our data and findings had to be visualized
to have impact. I thought I knew about it, but I was only producing
default bar charts and the like from my software, without thinking
through their design and the messages they should convey.

Around 2011, I started really learning how to think critically
about data visualization, and was inspired by the amazing exam-
ples that were appearing all the time: animations, interactive web
pages, and sophisticated statistical stories in newspapers. The term
“data visualization” (or dataviz) captured the attention of journal-
ists, academics and business people alike. Why should a picture be
so powerful compared to a bunch of numbers?

1.1 BECAUSE OUR BRAINS ARE WIRED THAT WAY

When we read some numerical facts in a newspaper article, or see
them presented in slides, our brains process this abstract informa-
tion and try to turn it into a deeper, more intuitive understanding
of the patterns. You could just tell people the headline messages,
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but why should they believe you? If you want to be taken seriously,
you should have data to support a message, and you should show
your readers that data.

You could do that in words (but it would get extremely repet-
itive and boring), or you could do it in a table (but it would be
enormous and only the most numerate readers will bother to look
at it). But if you do it in a visualization, it is compact, accessible
to everyone, gets the top message across quickly, and can even be
eye-catching and exciting.

Human brains are wired for seeing patterns and differences, and
for understanding spatial relationships from this. Just think about
how much calculation takes place when you look down the road,
see a car approaching in the distance, and decide to cross because
you will be on the other side before it arrives. This is all to do with
spotting tiny clues about speed and distance, and weighing them
up in a fraction of a second. You don’t even think about it, it just
happens in the more mysterious recesses of your brain that deal
with distances, relative positions and changes, and they can distill
that information from what your eyes see almost instantaneously.

It takes teams of experts working for years to make a self-
driving car that can do the same task. We have evolved to be
exceptionally good at dealing with information like that — it was
the difference between catching the antelope to feed the family,
and being trampled by it — so when we present complex numerical
patterns visually, our readers are tapping into all that brain power
without even knowing it. It’s so effortless that conscious thought
is freed up for more important tasks. The reader can focus instead
on deciding whether they believe it or whether it matches what
they’ve heard before.

Of course, there are times when you only have a few numbers to
get across, and text works well. When the numbers build up and
text starts to sound repetitive, a table can be the most sensible
option, but — however fascinating you think it is — many readers
won’t want to read a table of numbers at all, so a visualization can
get the message through.

Sometimes the pattern you want them to see is too hard to make
out in a table but very clear visually. Tables of data are also useful
to back up the visualization with its underlying numbers, so that
the really keen readers can look them up. Layering information like
this, from the big headline through the more subtle patterns down
to the raw data, serves all our readers well. The boss who wants
to know the bottom line can just take that from the headline, the
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Figure 1.1 How to read a scatter plot.

experts who want to understand the patterns can take that from
the visualizations, and the skeptics who want to see exactly how
you came up with your conclusions can look at the tables.

If you are going to make data visualizations, take on the role of a
curator, explaining and guiding the reader through the information
with accompanying text, while leaving them to make their own
informed interpretations.

How to read a scatter plot

Any point on the scatter plot can be located exactly by saying
how far along the horizontal axis (or “x-axis”) it is, and how far
up the vertical axis (or “y-axis”). There should be tick marks and
numbers along each axis that will help you find each point’s val-
ues. There could also be “grid lines” that help if precise location
matters to the readers. You can find each value by looking at
the vertical axis to see how high up a marker is, and what num-
ber that relates to, and you can do the same for the horizontal
axis. So, this type of plot contains two variables’ worth of data.
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1.2 TO HELP THE ANALYST AVOID PROBLEMS

Visualizing is not only useful for communicating messages, but also
for the analyst to understand their data in depth. Statistics only
take us so far in this regard. Let’s imagine we have data on two
variables. By that, I mean that we have a series of measurements
with two values in each. We might be measuring height and weight
of people taking part in some study, or the unemployment and
homelessness levels in several towns.

For now, I'm just going to imagine an abstract situation where
I get the computer to tell me the basic stats that describe these
two variables — the numbers that statisticians like me would gen-
erate to help them understand the data. It tells me that variable
X has a mean (average) of 50.7 and variable Y has mean of 46.5,
so the X values are little bit bigger than the Y’s. I also learn that
the standard deviations are 19.6 and 27.3, so the Y values are a
bit more spread out than the X’s. I also learn that they have a
Pearson correlation of —0.18, which tells me that as values of X
get higher, the values of Y tend to get slightly lower. (These terms
like standard deviation and correlation are not important for now;
we’ll get into them in Chapter 5).

Most of the time, analysts stop at that and say they now un-
derstand the data. If you asked me to sketch it, I would draw a
cloud of dots centered on those mean values, very slightly elon-
gated from top left to bottom right (that’s the correlation), and
somewhat longer in one direction than the other (the difference in
standard deviations). In fact, I would have been fooled, because
if T visualize them in a scatter plot (which I'll explain in full in
Chapter 2) they look like Figure 1.2!

Admittedly, when you collect real-life data, it is unlikely to look
like the Datasaurus. But it could still bite you if you jump straight
to statistics without having spotted errors or understood the salient
patterns. Visualizations are especially useful for this in the early
stages of analysis. It’s good practice in data analysis to generate a
lot of charts, maps and other relevant visualizations for your own
benefit. They will almost all be thrown away but they might help
you spot one error or better understand one relationship that saves
a lot of time or embarrassment later.

Visualization pioneer William Cleveland wrote, “Graphical
methods tend to show data sets as a whole, allowing us to summa-
rize the general behavior and to study detail. This leads to much
more thorough data analyses.” With statistics alone, you usually
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N =157 ; X mean = 50.7333 ; X SD = 19.5661 ; Y mean = 46.495 ; Y SD = 27.2828 ;
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Figure 1.2 The Datasaurus, created by Alberto Cairo using my
webpage DrawMyData. Reproduced with permission.

get the general behavior but lose the detail. A classic example
of this is the four artificial datasets created by statistician Frank
Anscombe, which all have the same means, standard deviations,
and correlations (Figure 1.3).

In other words, if you didn’t draw the charts, and just worked
out the stats, you would conclude that they are identical. Figure
1.3 shows just how different they are. The diagonal line in each
chart is the best prediction of where the dots will lie, and for all
but the top left chart, it fails to take the appearance of the data
into account — but with identical statistics, only drawing the charts
will help refine that prediction.

We are also very good at spotting anomalies, and visualizations
can tap into this. In Figure 1.4, we see a grid showing results of
various elections; the voter turnout is arranged from left to right,
the level of support for the winning candidate from bottom to
top, and the color ranges from blue (this combination of turnout
and winner support did not happen) through to dark red (this
happened at many polling stations).
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Figure 1.3 Anscombe’s quartet: each plot shows a dataset with
exactly the same statistics, masking great differences.

Elections in Russia and Uganda contrast with the others be-
cause of an isolated dot in the top right corner, where many polling
stations had every registered voter turn up and every single one
of them vote for the winner. The authors suggest this is evidence
of fraudulent results because there is a gap between these stations
and the rest of the stations. If we had to examine pages and pages
of tabulated vote counts, we would have almost no chance of ever
spotting this, but visualization makes it jump off the page.

1.3 TO WIN OVER THE AUDIENCE

Writing in 2012, statisticians Andrew Gelman and Antony Unwin
suggested that there are at least six reasons why someone would
create a visualization of data:

1. to give an overview,
2. to show the scale and complexity of the data,

3. to allow exploration of the data,
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Figure 1.4 Voter turnout and winner support. Possible irregu-
larities are circled in red. From “Statistical detection of sys-
tematic election irregularities” by Peter Klimek, Yuri Yegorov,
Rudolf Hanel, and Stefan Thurner. Reproduced under open
access publication license from the Proceedings of the National
Academy of Sciences.

4. to communicate findings,
5. to tell a story, and
6. to attract attention and stimulate interest.

Reasons 1-3 are about showing data without interpretation,
while 4-6 are about communicating a message. If you received some
statistical training in the past, you were probably advised not to
do numbers 5 or 6. Perhaps your teachers were themselves taught
that data analysis must be scientific and objective, but you can be
both these things while also being interesting and engaging your
audience. Telling a story and catching the reader’s eye is nothing
to be ashamed of.

These six reasons would suggest multiple visualizations from
the same dataset. There isn’t one that’s better than others, it’s
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just that they have different goals. If different readers want to find
out different levels of detail, then they will want to pick one from
among these visualizations, and that means that one visualization
is sometimes not enough. A top-level overview will work for some
readers, while in-depth exploration is needed by others.

If you have findings to communicate, or recommendations to
make on the basis of these data, you may need to tell a story. And
if you fear that nobody will look at your work, you may have to
catch their attention first. Layering the information from simple
to complex allows users to drill down just as far as they want.
Later in this book, we will look at interactive visualizations and
how they potentially meet these different needs for all the readers
in one place.

The term “infographics” is used for eye-catching diagrams
which get a simple message across. They are very popular in ad-
vertising and can convey an impression of scientific, reliable in-
formation, but they are not the same thing as data visualization.
An infographic will typically only convey a few numbers, and not
use visual presentations to allow the reader to make comparisons
of their own. Once you read Chapter 2, the difference should be
clear. Figure 1.5 is a well-designed infographic: it is clearly laid out
with just enough imagery to support the messages without getting
in the way, it uses a limited range of colors that fit well together,
and it conveys quite a lot of information in one place. But it is not
a data visualization because it does not represent the numbers in
any way except writing them out in text.

Throughout this book, there are many different formats for
visualizations, from familiar ones such as bar charts to more exotic
options such as hexagonal bin maps. When you have a dataset and
a message to communicate, some formats will be better suited than
others. A visualization that is confusing or hard to read can often
be improved by using a different format. Sometimes the choice is
obvious and sometimes there is no ideal format and the pros and
cons have to be weighed against one another.

There are many possibilities, but here are some questions you
can run through to help narrow down the candidates:

1. How many different observations and variables do I need to
show?

2. Am I going to show the individual data, some aggregate of
them, or some statistics (we’ll look at this in Chapter 5)7
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Figure 1.5 “Accidents at Sea,” an example of an infographic.
Reproduced with permission of World Wildlife Fund UK.

3. Are the variables nominal, ordinal or scale (these are dealt
with in chapters 3 & 4)?

4. Do I want readers to focus on some comparison or change in
the data (Chapter 6)?

5. What formats are my readers likely to be familiar with?

It is worth spending time on this and producing sketches with
lots of alternative formats, because your goal is communication.

There is often no one “best” visualization, because it depends
on context, what your audience already knows, how numerate or
scientifically trained they are, what formats and conventions are
regarded as standard in the particular field you're working in, the
medium you can use, and so on. It’s also partly scientific and partly
artistic, so you get to express your own design style in it, which is
what makes it so fascinating. Two people could take the same data
and arrive at very different visualizations, both valid and useful
(search online for “Tableau Makeover Mondays” for examples of
this).
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Imagine you work for an online retailer and you have asked cus-
tomers to rate their experience with browsing your website, regis-
tering and paying, the delivery and the quality of the goods. Each
of those gets rated from 1 (very bad) to 5 (very good). This is going
to give a collection of percentages — and we’ll go into them in detail
in Chapter 4 — but that alone doesn’t tell you what visualization to
make. Maybe you want to just describe what the responses were,
maybe you want to show what the company’s strong and weak
points are (people love our website but hate the delivery: time to
switch delivery providers), maybe you want to compare changes
from when you did the same survey last year, maybe you want to
show how the ratings vary around the country, or maybe you want
to show how people who didn’t like the delivery also tended to dis-
like the website but love the goods once they got them. There’s no
simple answer in visualization. That’s what makes it harder work
than it seems at first, but it’s also what makes it a lot of fun.

To choose a good visualization, and to make it look clear, un-
derstandable and attractive, you need to know a little about how
we see and process vision — the brain power described above — and
basic design principles, and we will discuss these in Chapter 7. If
you are aiming to communicate a message, you also need to have
a very clear idea of what that message is. It is easy for a visual-
ization to become confusing because too many messages are being
squeezed in. Here are some more questions to ask as you begin
work on a visualization:

1. What is the message?

2. What parts of the data are evidence for it?

3. What other parts need to be shown for contrast/context?
4

. Do I/we know how to do this, or can we learn it / adapt
someone else’s work, or do we need to hire in?

There are some websites and publications that show a typology
of visualizations, listing the many common formats and what they
are useful for. Some of these are really nicely designed, but I don’t
recommend them if you are learning data visualization or trying to
choose a look for a particular problem. I think that each problem
is best served by thinking about what you need to show and how
best to encode and format it. There are several instances in this
book where I show something that you won’t find in any typology
of standard formats.
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1.4 WORKING ON DATA VISUALIZATION

If you are the boss in an organization, you have data, and need to
produce a data visualization, consider first whether you have the
necessary skills in your team. On the design side, you may be able
to access people in-house like web developers and graphic designers
who would enjoy a different challenge for a while, and benefit from
having a new skill on their résumé.

For statistics, you may already have people who work with data
analysis software, and even if they do not typically produce graph-
ical outputs, they might also enjoy learning something new. In
either case, ask them whether they enjoy teaching themselves new
skills quickly, and if that is so, your own team can probably get
the job done. However, there is always a risk of it not looking very
professional or taking longer than you hoped for, so if you have a
budget for it, you can hire in someone to do the work on a consul-
tancy basis.

There are many studios and agencies that would consider the
work, provided the data are fully cleaned, analyzed and ready to
go. Here are a few pointers to guide that decision:

e The individuals who take on the job will come from either a
statistical or a design background; think about which of these
you need. If your data analysis is complete and you want a
few slick visualizations to achieve the goal of catching the au-
dience’s eye, then it is design you need. If you already have
a very well-specified communications policy with branding
thoroughly defined, but the data need to be processed and
represented fairly, then it is statistics (and possibly program-
ming and database skills as well). If you need both, you will
need to hire an organization that is large enough to provide
both. Trying to act as a middleman between two contrac-
tors from very different backgrounds will not be easy. On
the other hand, if you need a very fast turn-around, hiring a
single self-employed consultant is probably the best option.

e The people you hire can only do what you tell them you
need, so clearly and comprehensively specifying the require-
ments is essential. Never assume that they have understood
something. There is no harm in giving a lot of detail, but not
enough detail will risk delays and expense.
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e Expect to be involved in user-testing, to look at early drafts
and provide feedback. It is essential to test and refine vi-
sualizations because there is no one right way to do them,
but they must match the requirements and knowledge of the
audience. If you are hiring a small studio or an individual,
you may have to organize a group of your staff, customers or
other contacts to act as a focus group for them, so that they
can get relevant feedback on drafts.

e Do not underestimate the tasks of design or web develop-
ment. They may look simple, but the detail is hidden from
view. It is probably not possible to squeeze in a good idea
later that wasn’t specified up front, without incurring delays.
Also, if you really cherish one idea that you had, and the de-
signer keeps telling you it won’t work, accept that they know
more about this than you do, and let it go.

If, on the other hand, you are thinking of taking on work making
visualizations for other people, this advice applies:

e Find out what the data are like before you start. Will analysis
be required; can you do that or can you get someone to do
it as a sub-contractor? Is everything labeled, defined, coded
consistently and available to you on day one? Ask to see the
data before giving a quote, offering to sign confidentiality
agreements if necessary. It shows that you are serious about
helping the organization.

e Get the timescale, budget, specifications and any confiden-
tiality requirements agreed in writing first. Ask for copies of
any communications policy or branding guidelines from the
organization hiring you, and make sure they stick to this.

e Propose a program of user-testing and feedback from the
outset, and get agreement to meeting times for that. It is all
right to identify problems — that is part of the design process
— and you can use these meetings to agree on how to deal
with them.

e Throughout, remember that your relationship to your clients
is a professional one: they want you do a great job and to tell
them what would be a good or bad idea. They might push
for a bad idea until convinced otherwise, but it is your job
to give them straight-talking advice. Do not be tempted to



Atoolbox W 15

cut corners or allow mission creep so that you can secure the
job; be prepared to walk away from a deal that will cause you
headaches. Similarly, clients who are not trained in statistics
may ask for you to “massage” the figures a little to favor their
point of view. You should always help them to understand
why this is a bad idea: quite aside from misleading and maybe
harming people, the damage to both your reputations is not
worth it.

1.5 A TOOLBOX

Because these things change rapidly, I don’t talk about software in
this book. The code to make the figures is on the accompanying
website. But I will say this at the outset: if you want to become
a versatile visualization maker, I recommend building familiarity
with a box of tools like this:

e Programmable statistical software like Stata or a data-
focused programming language like R or Python,

e quick visualization software like Tableau,

e SVG editing in the text editor as well as a graphical interface
like Inkscape or Illustrator,

e sketching by hand,

e relevant JavaScript libraries — currently, D3 and Leaflet
would be the choice,

e an online mapping tool, like Mapbox,

a versatile program for big data and fast data, like Spark.

I have not mentioned spreadsheets here. This is not because I
am a snob, but because it is far too easy to make mistakes with
them, and too hard to track those mistakes down. I recommend
you avoid them.

1.6 BE PREPARED TO SKETCH AND DISCARD

Because you need to choose from lots of competing designs and
formats, you will need to sketch some and discuss them. Often,
the quickest and most flexible way to do this is by hand — not with
any software. Your sketches will mostly be thrown away and one or




16 W Why visualize?

Figure 1.6 Step one in sketching an idea for visualizing data

on the distance traveled by commuters in the city of Atlanta,
Georgia, United States: I used tracing paper to get minimal
information from a printed map. I chose the city boundaries,
shading for built-up areas, blue for reservoirs and lakes, and
orange for major roads. This should be enough information for
local people to recognize (see Chapter 13 for more on maps),
and I could use the orange to signify travel again later. We
revisit this dataset in Chapter 3.

two will emerge victorious to inform the serious work that follows.
They do not have to be beautiful — they have to be clear about
what goes where.

Quickly do lots of them and throw all but the best ones away.
It is worth thinking a little about color at this stage too, which is
the perfect excuse for having a large box of crayons on your desk.
Graph paper (which comes printed with an accurate grid) is not
important for this purpose, but it is worth having some acetate
(overhead projector) sheets and a set of colored glass marker pens
with fine points. You can use these to overlay extra information on
your sketch and then change your mind without having to redraw
everything. The very first ideas can also take shape on a white-
board using these pens. Tracing paper is also handy for getting
map outlines or copying existing visualizations with designs that
you like.
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Figure 1.7 Step two: I attached the tracing paper to a blank
sheet of paper, and an acetate transparency sheet on top. Map
data and image copyright Google.

The worked example below takes a simple dataset on com-
muters in Atlanta, Georgia, United States, and explores one way
of making it more engaging and meaningful. The intended audi-
ence is local commuters themselves. After choosing a few designs
and creating them with appropriate software, the next step would
be user testing, to overcome any assumptions and biases that we
might have, and to choose a final format for publication. I cannot
stress the value of user testing enough!
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Figure 1.8 Step three: I drew rings on the transparency at ten-
mile intervals around a central point. This relates the division
of data directly to the real world. Map data and image copy-
right Google.

Figure 1.9 Step four: I added annotations to the sheet under-
neath. I decided that I didn’t want to clutter the map with
names of towns, but it would be helpful to local readers to see
some of the main places in each ring named. Map data and
image copyright Google.
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How far do workers A
in Atlanta commute? 0 10 20 30 40 _ 50miles
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4% (Griffin, Newnan)

9% (Lawrenceville)
20% (Conyers, Alpharetta)
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Figure 1.10 A first digital draft of a contextualized bar chart of
commuting distances in Atlanta, Georgia. I decided to leave
extra space on the map outside the 50-mile radius, so that the
rings and the bar chart were visually spaced apart, linked just
by the dashed vertical lines. Empty space can be valuable.
This is ready to be given to some commuters for feedback,
to check that it is clear and understood. Data from Statis-
tics: Unlocking the Power of Data by the Locks, map image
copyright Mapbox, map data copyright OpenStreetMap con-
tributors.
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CHAPTER 2

Translating numbers
to images

ATA VISUALIZATION pioneer William Cleveland wrote

that visualizations translate numbers into images on the page
or screen, so that the reader can translate them back again in their
brain. Both of those translations have to work, and there are many
ways in which we can take a number and make it into some aspect
of an image, so the choice has to be made carefully. Also, the reader
should be able to so without craning their neck, scratching their
head and generally struggling over the image, or they may well just
give up and move on.

Only a few seconds of confusion will dissuade most of your
audience, because of short attention spans, other demands on their
time, and math-phobia. But look at it from their perspective: if
you have something important to show them, get on with it, don’t
make them work for it. They have to be able to translate it back to
numbers, and do so quickly. Needless to say, they should also arrive
at the correct number and not be misled by the visualization.

2.1 LEAVES ON THE LINE: AN EXAMPLE OF VISUAL
ENCODING

This chapter explores an important concept that runs through data
visualization: when we do that translation into images, we have to
connect up values in our data with parameters of the image. This
is known as visual encoding of data. The best way to get to grips
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with this abstract-sounding notion is to jump right in and try out
a simple example.

Let’s explore whether delays on trains in South East England
are worst in the autumn, when the rails are slimy with leaves falling
from trees alongside the track, and the trains have to slow right
down to be sure they can stop safely. This “leaves on the line”
problem has attained legendary status in England, but is it really
true? I downloaded publicly available performance data from data-
portal.orr.gov.uk and tidied it up, but you can download it directly
from the website for this book at robertgrantstats.co.uk/dataviz-
book.

The variables we have to consider are time (the data are avail-
able for 4-week periods, and there are about 13 of these in each
year) and the percentage of train journeys recorded as being can-
celled or “significantly delayed.” We can also divide time up into
years and 4-week periods within years, or we could identify autumn
versus the rest of the year. The data covers twenty years from April
1997 to March 2017.

A scatter plot is one obvious choice, with time encoded to the
horizontal location, and delays encoded to the vertical location. As
shown in Figure 2.1, we have encoded our two variables (time and
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Figure 2.1 Train delays: a first scatter plot
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Figure 2.2 Train delays: a line chart

delays/cancellations) to two image parameters, and then drawn a
marker for each of the observations at the resulting location. The
% delays and cancellations are values close to zero, so the vertical
axis has been extended to 0%. This helps to convey the values of
the markers as their height in the chart. However, this has not
been done for the horizontal axis because there is no meaningful
zero value in this context.

Encoding time to the horizontal location makes intuitive sense
to many readers because we read from left to right (in Latin al-
phabet languages anyway). We can easily spot the general trend:
getting worse, then better, then worse again. We can also see the
especially bad periods as high points on the chart, but it is hard
to compare autumn in different years because they are scattered
across the plot.

An alternative format with the same encoding is the line chart
(Figure 2.2). Although the same variables are encoded to the same
visual parameters, we connect the data with a line rather than
drawing individual markers.

This has an effect on how it is perceived; you might immediately
notice that the really high points are more obvious, and the long-
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term trend less so. The high points require the line to go all the
way up to a spike and all the way back down again, thus putting a
lot of “ink” on the page (or screen), which draws the reader’s eye
in a way that doesn’t happen for the scatter plot.

Statistically speaking, the delay/cancellation percentage (%)
data are positively skewed: most of the values are around the same
value, a few are much higher, but there are none that are much
lower. This sort of distribution can inform your choice of encod-
ing and format. We will look at distributions in more detail in
Chapter 3.

How to read a line chart

Line charts almost always trace lines from left to right, with the
height of the line indicating the value of principal interest. They
often, but not always, have time on the horizontal axis so can be
read as a sequence of events. High points, low points, periods
of (in)stability and lines crossing other lines are all of potential
interest to the reader and relatively easy to pick out. When there
are too many lines, and each one moves up and down a lot,
it can quickly become too cluttered to be read reliably (often
referred to as spaghetti by dataviz people). One solution to this
is to use “small multiples,” which we will revisit in Chapter 12.

Sometimes, a line chart uses one vertical axis on the left and
another on the right, and their values relate to different lines.
This is generally a bad idea because it encodes two variables
to the same parameter — vertical location — leaving it to the
reader to distinguish between them. Always try to make things
as easy as possible for your reader.

The story behind these visualizations is all about comparing
autumn to other times of the year, so we need the reader to be
able to identify autumn. One approach would be to highlight it,
which I have done in two ways in Figure 2.3. On the left, one period
each year (mid-November to mid-December) is picked out with a
colored dot, and on the right, colored shading is used to identify
mid-September through to mid-December.

The dots have the advantage of showing you exactly where the
autumn data lie, but it starts to get too visually busy to read easily.
Shading is less intrusive on the data markers, but the candy-stripe
effect creates its own kind of visual overload.
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Figure 2.3 Train delays: a line chart with highlighting. The
points identifying autumn in each year might work, but the
candy-stripes are distracting and overload the reader.

The color, by the way, was picked from a red maple leaf in real
life using a smartphone app. We’ll think about aesthetic choices
like that in Chapter 16.

At this stage, some new messages start to emerge, thanks to our
choices of encoding and format: although the autumn was indeed
the worst time for rail travel in most years up to 2002, from 2003
onwards the worst period has tended to be later, in the depths
of winter. Perhaps leaves have been defeated but ice remains a
problem. Without visualization, could you have spotted this from
the raw data?

In Figure 2.3, I effectively created a new variable, which just
identifies autumn. This is just a variant on the time variable that
we already had. We could take another approach to help readers
compare autumn to the rest of the year, again making a variant
on the time variable by splitting it into the year and the 4-week
period. Then, we can encode the 4-week period to the horizontal
position (Figure 2.4).

Figure 2.4 has definitely not helped! In the scatter plot, we can
no longer tell which year a particular point belongs to, and in the
line chart, even though there is one line per year, they intermingle
so much that it is impossible to trace any line across the chart. This
is because we now have three variables that have to be encoded:
year, 4-week period, and % delayed, and we are neglecting the year.

We have already used the horizontal and vertical positions,
so we need another chart parameter to indicate which year each
marker or line belongs to. One option is to use different colors, but
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Figure 2.4 Train delays: an unhelpful scatter plot and line chart
for periods within each year.
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Figure 2.5 Train delays: scatter plot and line chart with old
data in black, ranging to newest data in orange

we must allocate colors that have some sense of going in a par-
ticular order, not just a rainbow effect, otherwise the order of the
years will be lost (Figure 2.5).

This helps a little in the line chart (compare the highest lines
at period 10 with the same lines in Figure 2.4), but not at all in
the scatter plot. If we had only a few years, the colors might be
so distinct that we could tell each one apart. But the fundamental
problem here is that the years are all quite similar and so their lines
lie on top of one another: a statistician might say that the variance
within years is larger than the variance between years. You have to
take this into account if you want the message to be clear and not
swamped by irrelevant noise.
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Figure 2.6 Train delays: year-period grid, with the worst 4-week
periods in each year colored

There are some tricks we can employ to help us out of this diffi-
cult spot that fall under formats rather than encoding, which I will
return to later in the book: we can smooth out the lines (Chap-
ter 5), show multiple small charts, one for each year (Chapter 12),
break the data down with statistical time series analysis (Chapter
9), or present it digitally as an animation or an interactive web
page (Chapter 14).

I want to close this example by breaking out of the horizontal-
vertical encoding of delays and time that we have used through-
out. Let’s think about the message again: we want to explore the
“leaves on the line” effect, so we need to focus on the time of year
when delays and cancellations are really bad. Perhaps the actual
delay/cancellation % does not matter as much as just identifying
the worst periods in each year. In Figure 2.6, the data are shown as
a colored grid, with the year encoded to the horizontal position, the
4-week period to the vertical position, and the delay/cancellation
% to color. To avoid the color overload we saw before, only the
three worst periods in each year are colored.

Grids of color like this (or Figure 1.4) are often called heatmaps.
This has the advantage that the story we want to convey will be
front and center. If there is a consistent autumn leaves effect, it will
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present itself as an obvious horizontal stripe of color. The actual
% in each of the worst periods is ignored, and they are simply
colored according to whether they are the worst, 2nd worst, or
3rd worst for each year, and everything else is left white. This
deliberately throws away a lot of the information in the data in
order to achieve clarity. That is not a decision to be taken lightly,
but in Chapter 16 I put this chart into a poster together with more
detailed information to back it up.

At the end of this extended example, you should understand the
difference between choosing formats and encoding data to visual
parameters. With the final chart of train delays, we can see that
problems have shifted from autumn to the coldest months of the
winter — December to February.

You should also realize that the choice of encoding and format
is tied up with what the message is that you want to communicate;
there is no universal right answer for one set of data.

2.2 CHOOSING VISUAL PARAMETERS

There are many parameters we can encode to. Research into human
visual perception has shown that some are not so easy for readers
to translate back into numbers. Areas, for example, are usually
perceived as being more similar to each other than they really are.
We'll explore this further in Chapter 7. In Table 2.1, parameters
known to have problems like this are identified with asterisks.

Using volume to depict a quantitative variable, for example, is
not ideal because it is very hard to judge the precise relative size
of each “object” as depicted on the page or screen. Volumes could
be used for ordinal data, or a different parameter such as length
would be better suited. There are, however, exceptions to any rule
in dataviz, and for an example of making good use of volumes to
convey the scale of the data and attract attention, consider Figure
16.5.

In the Preface to this book, I defined variables as categorical
(with ordinal as a special case) and quantitative. Some of these pa-
rameters are suited only to having non-ordinal categories encoded
to them, while others will work for ordinal values but not the other
two.

Being measured against a common scale is important. It is quite
easy to judge the relative lengths of three lines which start at the
same point, like in the table above, but much harder if they are not
adjacent, in other words, they differ in horizontal location too, let
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TABLE 2.1 Visual parameters

Parameter Ideal data type
[e]
o
[¢]

Position Quantitative
Length Quantitative

N
Angle Quantitative*

@0 =9«

Area Quantitative*

599
Volume Quantitative*
Color hue Nominal or ordinal*

]

Color saturation  Ordinal

Marker shape Nominal*

Features Quantitative*

Line width Ordinal* ///

alone when they differ in other parameters such as angle or width
(Figure 2.7). This is one reason why pie charts are hard to trans-
late back to values with an acceptable level of accuracy. There are
other circular designs such as “radial histograms” and “sunburst
diagrams” that suffer the same problem. They may be eye catching
and supply the sixth of Gelman and Unwin’s objectives, but fall
short for serious quantitative communication, and are not as novel
and exciting as some of the closing examples in Chapter 17.

Yes, it is possible to see that each case in Figure 2.7 is in the
ratio 1:3:2 after a few seconds of concentration at most, but we
know that readers of visualization might not concentrate at all
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Figure 2.7 To let the reader translate a parameter back into
numbers, keep everything else constant. The lengths of the
three bars on the left can be compared, but less so for the three
in the center, where the baseline position has been shifted, or
on the right where the width and angle changes too.

but rather draw conclusions based on first impressions, so it is
important to eliminate any chance for misunderstanding like this.

The lesson of this is that, if comparing some values is impor-
tant, those values should be prominent and adjacent. It can be
tempting, with many variables, to encode each to some parameter
and produce a very detailed, complex visualization. We can make
a scatter plot where each marker has not only a horizontal and
vertical location but also a particular shape, color and size — five
variables in one chart — but we should not be too surprised to find
that many readers would be discouraged by this. When there are
important messages involving specific variables and specific values,
it is best to apply the layering principle from Chapter 1: single them
out visually in a headline chart and then present the rest of the
detail elsewhere.

How to read a bubble chart

A bubble chart, like Figure 13.5, is just a scatter plot with a third,
quantitative variable encoded to the size of the marker. This is
particularly useful because sometimes we want to emphasize
that some of the observations in our data contain more informa-
tion than others. Imagine plotting data on countries — it would
make sense to give more emphasis to high-population coun-
tries in a visualization. There are two major problems with bub-
ble plots, though. Firstly, the bubbles sometimes overlap and
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obscure one another. You might find that drawing just the out-
line of the bubble and not filling it with color solves this, or you
can make them semi-transparent. Secondly, we know that ar-
eas are not accurately perceived, so if the third variable matters
a lot, it is probably a good idea to choose a different format or
encoding.

Not quite every combination is possible, but there are many
that will lead to unusual and possibly innovative visualizations.
However, encodings that are already familiar to your readers allow
them to skip those precious few seconds where they have to work
out how to read the visualization, and lets them move straight to
understanding the data. Innovation is always worth considering,
but the primary goal of most data visualization is to communi-
cate. We could move away from the horizontal-vertical alignment
completely and do something more meaningful by tapping into the
circular nature of the seasons. The 4-week periods could be ar-
ranged in a circle or a spiral instead of a straight line, and we’ll
look at formats like that in Chapter 9 on time series.

2.3 UNDERSTANDING COLOR

Of all the image parameters we can encode to, it’s worth learning
about how we can quantify color. There are several systems for
specifying an exact color, but this book will mostly use the RGB
(red, green, blue) system. Nearly seventeen million colors can be
described by giving a number from 0 to 255 to the amount of red,
green and blue that get mixed together. So, the darkest rectangles
in Figure 2.6 have RGB values of 173, 56, 41. The red component
(173) is the largest number, with relatively little green (56) and
blue (41). Pure black is 0, 0, 0 and pure white 255, 255, 255.

This means that any color can be described by three numbers.
We'll return to RGB when considering visual perception and the
brain in Chapter 7. Another notation system called HSV describes
colors in terms of hue (basic colors from the spectrum), saturation
and value (added lightness or darkness) — terms which appear in
Table 2.1.

Whatever we use, we need to accept that the human brain is
not good at judging distances between colors in terms of mixing
together red, green and blue, so encoding three variables from your
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data to these primary colors is a bad idea, tempting though it may
seem.

Likewise, if color really is part of our dataset, then it is probably
a good idea to simply draw the color in question (encode it as
itself) in the visualization (although we’ll explore this further in
the example below), and not to three other parameters. However,
a more sparing use of color can work well, not encoding to the whole
spectrum but to shades of one color, like the saturation option in
Table 2.1, or the right-hand part of the hue option.

Despite our inability to see “distances” between colors, we can
still tell what is lighter or darker at a glance (ordinal information),
and this may be all that is needed sometimes, as in Figure 2.6.

2.4 THE LIMITATIONS OF AREAS

One very common problem in data visualization is that encoding
numerical variables to area is incredibly popular, but readers can’t
translate it back very well. Bubble charts, which we’ve already
encountered in this chapter, suffer from this. The reader can prob-
ably spot the biggest and smallest markers, but will find it hard
to judge sizes of others that are not adjacent. The same problem
affects pictograms where a variable is encoded to the relative size
of some icon. The area is not proportionate to the height of the
icon or bubble, but that is how we generally see it.

Wordclouds take this problem deeper into inadequacy, with the
human reader hardly capable of judging the relative areas of words
of different lengths, with different sized characters, in different col-
ors and different rotations. A better idea, if you want to use icons,
is to line up a number of them (Figure 2.8). This is also called a
pictogram, and sometimes an Isotype chart, named after its early
proponents, the Isotype Institute. Because here, the variable is en-
coded to length, it is much easier to see things clearly.

There’s another special kind of pictogram that is not often seen,
perhaps because it takes a lot of effort to produce, where the icons
are real objects in a photograph. Figure 2.10 is a photomontage,
combining separate photographs of every plane taking off from
Los Angeles International Airport’s South Complex in a day, while
Figure 2.11 was posed in real life with the city’s permission.

Because they rely on areas, it has been shown that readers reg-
ularly misjudge relative sizes of the slices in pie charts and donut
charts. A slice at the top or bottom of the pie (or donut) will appear
smaller than the same sized slice at the left or right. Also, people




The limitations of areas ® 33

1/2004
2/2004

-
o~
3/2004 4%
-~
-~

e i

4/2004
5/2004
6/2004 4%

hhahhnh
hhhhhh

Each icon represents 1% of trains cancelled or delayed.

Figure 28 A pictogram in the Isotype tradition. Train
icon vectorized by Wikimedia user “Sgt bilko,” drawn
by Wikimedia wuser “Eschweiler,” CC BY-SA 3.0,
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Figure 2.9 “The ocean shrinks,” a visualization by Otto and
Marie Neurath of the Isotype Institute. Public domain.
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Figure 2.10 “Wake Turbulence” by photographer Mike Kelley
visualizes every plane to take off from the LAX South Complex
in a day.

typically underestimate angles less than 90 degrees and overesti-
mate those which are larger.

Different colors and 3-D effects can trick the reader too — we’ll
explore these further in Chapter 7 on visual perception and the
brain. Although angles are proportionate to areas (if the radius
stays the same), the problem of different orientations affects the
pie and the donut (see Figure 2.7).

How to read a pie chart or donut chart

Pie and donut charts divide up a circle like slices of the prover-
bial pie, and so are well suited to data that represent parts of
a whole, perhaps percentages that add up to 100%. The only
difference between them is stylistic, with the center omitted in
the donut. In both cases, the angles of the slices are propor-
tionate to the data, so a 90-degree slice should represent an
observation with twice the value of one represented by a 45-
degree slice. The 90-degree slice will also have twice the area,
provided that slices have the same radius. The number of slices
that can be accurately displayed is probably fewer than ten. A
pie chart with dozens of thin slices is of very little use for data
visualization, and new problems are introduced, such as having
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Figure 211 Road congestion for different forms of transport.
A physical visualization by the International Sustainability
Institute. Reproduced with permission.
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to use several similar colors or squeeze in labels for the slices.
If you really do want to convey the message that there are many
categories in your data, just say so in text.

If you want to do accurate dataviz that helps your readers and
doesn’t attract criticism, you should try to avoid pies and donuts
where possible. Also, they are widely ridiculed in the dataviz world,
which might matter to you if you want to build a reputation for
good practice. Two good alternatives are the familiar bar chart
and the waffle plot. The bar chart simply encodes a quantitative
variable to the lengths of rectangles. They can easily be compared
because they share a common scale, as seen in Figure 2.7. If you
want to convey the impression of how much each bar contributes
to the whole, you can have all bars extend to the 100% mark and
color them in to the proportion that represents each observation
in your data.

The same information is conveyed by replacing the bar with a
line, and emphasizing the extent to which it is filled by superim-
posed circles; this is called a dot plot, but that term is also used for
a different chart called a dot plot, which you will encounter from
Chapter 3 onwards.

The waffle plot is a special kind of pictogram, where little
squares are lined up close together. It is similar to a bar chart
in that we can look at the length of a row of squares, but if the
values in our data differ greatly, then we could arrange the squares
in two dimensions. This has the advantage of accommodating much
larger numbers. We could show three categories in the ratio 1:3:2,
like in Figure 2.12, but we could also show 1:3:2000 (Figure 2.13).

 — ] ®

S I ®

Figure 2.12 Proportions of the whole in a bar chart (left) and
a dot plot (right)
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Figure 2.13 Very different values side by side in a waffle plot:
1, 3 and 2000

In a bar chart, this would make the first two values so small, they
would be invisible.

How to read a bar chart or waffle plot

A bar chart is probably the simplest of all formats to read: the
length of the bar is proportionate to the value that is encoded to
it. A waffle can go over onto multiple rows and then the area is
proportionate. It is the fact that one could potentially count the
squares that makes this better than the pie or donut.

Finally, why are some formats called charts and others plots?
There’s no reason, it’s just convention.
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2.5 ANNOTATION

Our goal is for our visualizations to be clearly understood, and
some annotation with text can help. Unfortunately, if we pile in
too much text, with attendant arrows and highlighting, it will
quickly make the overall impression too busy and confusing. Ed-
ward Tufte’s advice to reduce the ink:data ratio is worth bearing
in mind at all times — but that doesn’t mean that the absolute
minimum is always best.

A good general rule is to imagine the visualization being read
apart from any accompanying documentation or context: will it
be misunderstood? Labeling axes and saying where the data came
from is vital, and many visualizations benefit from a title that
tells the headline message. You don’t have to be po-faced: notice
how the Isotype image in Figure 2.9 is titled “The ocean shrinks,”
not “Travel times by different forms of transport.” I'll return to
annotation in Chapter 16.

2.6 USER TESTING

This chapter has introduced various visual encodings and formats.
There will be plenty more in the chapters that follow. Whatever
approach is taken, an effective data visualization is only guaranteed
if it works for the intended readership. When you are looking at
someone else’s dataviz, consider what you like and don’t like about
it, and then how you might improve on it. This way you will learn
quickly from others’ mistakes.

If you find one confusing, don’t assume that it is your fault:
visualizations should be simple and intuitive. If you are making
dataviz, or supervising someone who is, then you should definitely
consider user-testing. Show drafts to some people who are like your
intended audience and get some honest opinions from them. The
user experience — ease of use, accessibility and enjoyment — matters
a lot, so the whole package of the image, accompanying text, color
schemes, annotations and terminology should work together to get
the message across and allow them to explore the data visually.
We will explore those aspects further in Chapter 16.

Although standard, familiar formats are powerful, there is an
attraction to novelty and some readers can be drawn in because of
curiosity about something new. Don’t shy away from innovation,
but be careful to user-test it.
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CHAPTER 3

Continuous and
discrete numbers

HE BEST PLACE TO START learning about data vi-

sualization is with quantitative variables. By quantitative, I
mean that they can take a range of numeric values that measure
something in the real world. We can split them further into con-
tinuous variables and discrete variables. Continuous variables can
take a very precise value to many decimal places, at least in theory.
Discrete variables can only take particular values, usually 0, 1, 2,
3... (what mathematicians call natural numbers).

A good way to spot these variables is that if there are units of
measurement (for example, acres burned in a forest fire, or hours of
battery life for a new phone), it is definitely continuous or discrete.
Unfortunately, the opposite is not true: there are also discrete and
continuous variables with no units, such as the ratio of men to
women among job applicants.

The other form of data is categorical, which indicates that each
observation falls into one category. Those categories can sometimes
have a natural order to them, but that doesn’t make them discrete.
Discrete variables have a true numeric meaning: you can subtract
the population of Anytown from that of Othertown, and it means
the number of extra people. That is not true of ordinal categories
like Strongly Disagree, Disagree, Agree, and Strongly Agree, even
if you record them as numbers like 1, 2, 3 and 4. We’ll come back
to them in Chapter 4.
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3.1 ONE VARIABLE AT A TIME

Let’s start with one variable containing continuous data: the dis-
tance that people commute to work in the city of Atlanta, Georgia,
United States. Before we draw anything, even before looking at the
data, there are some aspects we expect to find. The numbers have
to be positive, and we would expect most of them to be under
twenty miles, with a few much longer.

You don’t have to know anything specific about Atlanta to
realize this, but it’s useful to stop and think about what you expect
to see before you get going. When you create visualizations, if you
find things not quite as you expected, it might suggest you did
something wrong — which is very easy with data analysis software
and spreadsheets.

It feels sensible to encode the commuting distance to the hori-
zontal position, from zero miles on the left to the maximum com-
mute distance on the right. Let’s draw a dot for each person in
this data set, and stack them up if they are within 2 miles of each
other’s distance. Figure 3.1 is sometimes called a strip chart, and
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Data from Statistics: Unlocking the Power of Data
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Figure 3.1 A strip chart or dot plot of one continuous variable.
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Figure 3.2 Histograms of one continuous variable. We can
choose how many bins to use for counting the data. Ten bins
(left) seems to lose the detail too much, twenty bins (center) is
about right, and fifty bins (right) is so many that it starts to
show the heaping effect of people reporting distances rounding
off to multiples of five miles, which overemphasizes errors or
“noise” in the data.

sometimes a dot plot. This confusion of names is something you
will find happening a lot in data visualization. (There’s another
meaning of dot plot, which appears in Figure 10.4, for example.)

A visualization should always tell the reader what the variables
are, preferably by labeling the axes like we did here with “Distance
traveled (miles)”; if there are units like miles they should be made
clear too. If you find a visualization confuses you because it is
not clear what the different visual parameters represent, then the
analyst has slipped up.

We also need to make the number of people at each distance
clear. In the strip chart / dot plot, the height of each stack of dots
shows this without any further effort on our part. If we encoded it
to something else, like color, it would not be so easy for readers to
compare the number of people traveling different distances.

However, there are limits to this basic chart. If we have a lot of
data, we will have a lot of dots, and our strip chart / dot plot will
either have to be very tall or the dots will have to be very small.
A better format for this same encoding is given by the histogram:
chop up the continuous variable into “bins,” count how many ob-
servations lie in each bin, then draw a bar of height to show the
count (Figure 3.2).

When I was a university lecturer in statistics, I always started
teaching with histograms, because being able to see and think
about the distribution is such a central concept, and it’s really
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Figure 3.3 A kernel density plot of one continuous variable.

obvious how it is created from the data. It’s a springboard to
thinking about data in all sorts of more sophisticated ways. The
histogram is very widely used and regarded as a standard, basic
form of data visualization, but in fact it also turns out to be a
crucial concept for today’s Big Data problems, which we will en-
counter in Chapter 15.

It’s easy to see how histograms get calculated by counting data,
but there’s an alternative called the “kernel density plot” that
works by replacing each observation by a nice smooth shape (called
the kernel) such as the normal distribution (see the box “How to
read a distribution”). When the heights of all the kernel curves are
added together at each point along the horizontal axis, and the
result is plotted, it forms a smooth line that traces out the same
shape as we’ve seen in the histogram.

Kernel density plots are a handy format to use in visualization
because there is less “ink” on the page, so they can be absorbed by
the reader quickly. On the other hand, they rely on computer power
to calculate them, they might not be available from every software
package, and they can extend into impossible values because of
the smoothing out, which might worry readers (you can see some
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negative distances in Figure 3.3). Also, the number of observations
in the data is lost, and would need to be noted in a caption or
nearby for readers to find.

How to read a distribution

Histograms and kernel density plots show us what shape the
data take when seen en masse. If the data are a sample from a
bigger population, then this can give us a clue about the shape
the population takes. It is valuable to be able to spot a few char-
acteristics in any chart that shows a distribution:

e |s there one peak or more than one? More than one might suggest the
data actually come from a mixture of different populations. Both the
distributions shown have one peak (statisticians call them unimodal).

e |s the spread around the central peak symmetric or skewed? How far
out does it go? The Atlanta commuting data is skewed (we call this
direction right-skewed or positively skewed).

e Are there outlier data that are separated from the bulk of the data by an
empty space? There might be something wrong with them — perhaps
a data collection error? There might be some outliers in the Atlanta
commuting data at 100 miles, which appears as a small bump towards
the right. The fact that this is exactly 100 is also suspicious and may
indicate heaping.

The same techniques can be used for discrete and continuous
variables, the only difference being that we expect the discrete
variables to be lumpier in shape as they can only take specific
values.

Sometimes, when the distribution is strongly skewed, it can help
to transform it. This means that instead of encoding values of the
variable to, say, the horizontal location, we encode the values after
sticking them through some mathematical function. Logarithms
are popular for this: they squash down high numbers more than
they do low numbers, so they reduce positive skew.

Any chart using a transformation like this needs to reflect it in
the axis, and I think it is probably worth noting it in text too. We
don’t want to confuse readers by the very trick that we thought
would make our work clearer for them. In Figure 3.4, I have en-
coded the square root of the commuting distance to the horizontal
location, and this has made the chart more symmetric.
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Figure 3.4 Commuting distances in a kernel density plot after
square root transformation.

3.2 COMPARING UNMATCHED DATA

Let’s say we have some data on one variable and some on an-
other, and we want to compare them. Figure 3.5 has three ways
of comparing commute times in Atlanta and New York. Because
distance is encoded to the horizontal location, if we want to make
comparison easy for the reader, we must arrange multiple visualiza-
tions like histograms above each other, and not alongside. Kernel
densities, because they are simple curves, can be superimposed ef-
fectively. The third option here is a heatmap ribbon, which counts
commuters within bins like the histogram, but encodes the count
to color. This is compact and can be eye-catching, but color is not
suited to detailed examination of the values under the data. In this
instance, it might suffice, if the message is simply that many New
Yorkers travel a relatively short distance to work.

We can do the same thing when we divide the data into groups
and compare the values of one variable across groups. Two his-
tograms stacked above each other allows for some, though not per-
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Figure 3.5 Comparing continuous data by a stacked histogram,
superimposed kernel density plot, and heatmap ribbons. At-
lanta data came from the Locks; New York data are fictitious.
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Figure 3.6 A violin plot of the train delay data, comparing four
seasons. There is obviously not much difference, except that
the winter “violin” is a little higher. I emphasize in the vertical
axis label that the data come from 20 years, as a subtle caution
to the reader that a lot may have changed in that time.

fect, visual comparison. Two density plots can actually be super-
imposed, which is clearer. But as the number of groups or variables
to be compared grows, the visualization will get too busy.

One really important option when that happens is to stop draw-
ing the data in its entirety and draw some summary statistics
instead: we’ll deal with this in Chapter 5. If there are a lot of
variables, you might have to try to get the best two-dimensional
representation you can, and we’ll go into that in Chapter 12. But
for now, a variant on the kernel density plot, called the violin plot,
can help. The kernel density is flipped round to the vertical dimen-
sion, and mirrored on either side of a line (Figure 3.6). Because this
is quite compact, you can line up quite a lot of groups or variables
before it gets overwhelming for the reader.

Long, thin visualizations for each group can also be stacked
above one another. This works well with heatmap ribbons, and
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when done with kernel densities it can look quite physical, like a
three-dimensional landscape, which helps readers absorb the infor-
mation quickly (Figure 3.7).

If you have to compare several variables over several groups,
you will need multiple charts. Ask yourself whether the reader will
typically compare groups or variables. To continue our example,
people may be interested to compare commute times between At-
lanta and New York, and work times likewise, but there’s less in-
terest (we imagine) in comparing commute time and work time in
any one city. So, we would make a chart — perhaps a violin plot — of
commute times in various cities, and another of work times in var-
ious cities, and so on for different daily activities. Sometimes, you
just have to compromise with complex, data-heavy visualizations.

3.3 COMPARING MATCHED DATA

When we are comparing two variables or two groups in the data,
and we can also link the individual observations together across
the comparison, we have matched data. The most common reason
for this is having data on the same people (or whatever you are
measuring) at two timepoints. The charts in the previous section
are applicable, but they omit information: the link between data
points.

It’s important here to compare like with like. Obviously, we
should match the correct data together, and for the same reason,
it will be confusing if some of the data are matched and some
are not. Suppose you are surveying customers on how much they
spent on groceries in the last month. Your company ran this survey
in 2015 with a small sample of about a hundred customers, and
now the boss wants to know if things have changed. One option
would be to run a whole new survey. It’s very unlikely that anyone
from the 2015 survey will be included, and you would then have
unmatched data.

However, this nagging doubt will stay with you: if you see a
difference, is it that shopping habits have changed generally, or is
it just bad luck that you got a different batch of people? There are
statistical ways of weighing up the evidence for these competing
explanations, mainly by establishing how unlikely the second (bad
luck) one is, but you could improve your information by getting the
list of people who took part in 2015 and contacting them again. If
they have all started spending more, or less, as individuals, then
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Figure 3.7 Stacked densities of time of day for various leisure
activities (note that no kernel has been used, so there is no
smoothing of the curves). A “joyplot” by Henrik Lindberg,
named after the sleeve of the Joy Division album Unknown
Pleasures which reproduced a visualization of astronomical
data by Harold Craft in 1970, then a student at Cornell Uni-
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versity. Reproduced with permission.
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that would be stronger evidence for a widespread shift in habits,
or disposable income, or something else.

Visualizing this requires either drawing all the data with the
matches, or calculating differences and drawing those instead. Each
person in the customer survey could have a 2015 spend and a 2017
spend, and a line or other device joining them. Or, they could just
have the change (positive or negative) from 2015 shown. It would
amount to the same thing but the first option shows the reader
the distribution at each timepoint. However, there’s nothing to
stop you from doing this in a separate, scene-setting chart before
you get down to how much each person has changed.

One good way of showing these individual-level changes is by
a line chart where each observation has its own line and time (or
whatever the matching is) is encoded to the horizontal position
(Figure 3.8). This is a case of small multiples, which is a general
concept that reappears in several places in this book. There are
multiple small charts and each one shows a different aspect of the
data. Comparisons can be drawn while not losing sight (literally)
of the bigger picture. If a really data-heavy set of small multiples
is going to be viewed online, then it can be made interactive, so
readers can pick what they want to compare (Chapter 14).

Another option that is clearer for large data sets, but not so
intuitive for readers unaccustomed to statistics, is to draw a scatter
plot, like we saw in Chapter 2. This could have the 2015 spend on
the horizontal axis and the 2017 spend on the vertical, in which case
a line of equality should be drawn, on which the two spends are the
same, above which 2017 is greater, and below which 2015 is greater.
Another option is to encode the 2017 values to the horizontal,
and the change to the vertical. Either way, this will need some
accompanying text to introduce it to the audience.

Or you could divide up the change into ordered categories,
maybe “Notably less,” “About the same,” and “Notably more,”
and encode those as an additional parameter, maybe color. There
are plenty of other options too. Sometimes, with two variables and
their respective changes, it’s possible to draw a scatter plot and
have an arrow for each data point that points in the direction of
the change, essentially showing that it moved from this x and y
to that x and y. This could be horribly cluttered, but when the
changes have a clear consistent pattern, it can be very effective.
We will encounter one in Figure 9.2.
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Figure 3.8 A line chart used to show matched data for a ficti-
tious study of blood pressure treatment. To tackle overcrowd-
ing, I used small multiples, replicating the chart four times,
faintly, and highlighting a different part (quartile, see Chapter
5) of the data each time. Now we can see that it is the people
with the highest blood pressure at the beginning of the study
(bottom right) who benefitted the most, while others did not
consistently change.

3.4 ASSOCIATIONS

The idea of associations between two variables is a really important
one throughout statistics and data science. Suppose we notice that
the customers who have been customers of our company the longest
are the ones who tend to be spending more on their groceries.
Now we are talking about combinations of one variable (time with
company) with another (change in groceries spend), and we can do
this more generally, to find out whether the value of one variable
is associated with another.
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This can lend evidence to a hypothesis that our company
attracts people earning higher-than-average incomes, who spend
more (good news for the boss, perhaps). But it might be the re-
verse: those who can’t afford their groceries are economizing by
no longer being our customers (the same data have just become
bad news). Or it might be that both have a common cause: young
people can’t have been with us that long, and they don’t earn as
much and don’t have as many children, so don’t spend as much
on their groceries (no interesting news at all). Or there may be no
cause-and-effect connection we can understand at all, but even so,
we can use time with our company to predict people’s groceries
spend: a prediction, not an explanation.

The mainstay of associations in discrete or continuous data is
the scatter plot. A common problem is that markers might coincide
in one spot, when observations share the same values. One way
around this is to make the marker thicker or darker at a shared
point, but it is hard for the reader to judge just how many points
there are from the size or color of the marker, because these are
visual characteristics which are not accurately perceived.

Another approach is to jitter them by adding small random
numbers to both variables, which will spread the markers out into
a cloud of dots around their common location and give a general
impression of the number of data points. Of course, we should tell
the reader that we are jittering in accompanying text. We revisit
jittering in Chapter 7.

Important features to look for in a scatter plot are whether
there is one cloud of dots or several clusters, whether there is an
upward or downward slope to the cloud of dots (indicating cor-
relation, which we return to in Chapter 6), and whether there is
any curvature to the slope. Remember this old statistician’s saying:
correlation is not causation. Just because one variable goes up
or down as the other goes up or down does not mean one affects
the other in any way.

Sometimes, the individual variables encoded as horizontal and
vertical can be shown in their own right, by having histograms or
density plots in the margins of the scatter plot (see Figure 3.9).
Another option is to have a short line in the margin where each data
point occurs, which is called a “marginal barcode,” or sometimes
a “rug plot.” The concept lends its name to an important idea
in data visualization: “marginal distributions” are for one variable
at a time, “joint distributions” are the scatter plot itself, and we
previously saw some “conditional distributions” where we look at
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Figure 3.9 A scatter plot of iris flower shapes with marginal ker-
nel density plots. Neither marginal density on its own would
lead you to suspect that the data had contributions from more
than one species, but the scatter plot, visualizing them jointly,
shows it.

the distribution in a certain subset of the data (conditional on
belonging to that group).

Other variables can be encoded to parameters affecting the
markers. Color is a good option for categorical variables, as long as
there are not so many that it overwhelms the reader like a kalei-
doscope! A popular approach is the bubble chart, where the size
of markers is a third variable. Recall, though, that area is not well
perceived, so you should be prepared to accept the third variable as
ordinal at most. The bubbles can also obscure one another if they
are opaque. We will take a look at how to show many variables at
the same time in Chapter 12.

Although maps contain horizontal and vertical positions, they
are perceived in their own way, accelerated by the familiarity of the
location. Maps deserve at least a chapter of their own (Chapter 13).
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Figure 3.10 Alternatives to scatter plots: hexagonal binning
(left) counts the observations (flowers) inside each hexago-
nal area and encodes the count to color, with darker hexagons
containing more observations, while the contour plot (right)
adds together two-dimensional kernel densities around each
observation and then draws lines joining together equal den-
sity points.

If the scatter plot is a two-dimensional dot plot, you might
wonder what the two-dimensional histogram and density plot look
like. In the same way that histograms count data in bins, we can
subdivide the two-dimensional surface into bins and count within
them. A square grid works, but hexagons create a smoother ef-
fect by avoiding the sharp corners. Recently, hexagonal binning or
“hexbin” plots superimposed on maps have become very popular
(Figure 3.10, left).

We can also smooth the density over the two-dimensional sur-
face and show this as though it was the height rising out of the
page. Contour plots are a simple way to do this. Although the den-
sity above a two-dimensional surface can’t be drawn directly (short
of using a 3-D printer), there are a couple of options we can use: we
can take slices through the joint distribution and then draw condi-
tional distributions, mimicking a 3-D elevation seen from an angle
(in the style of Figures 3.7 and 12.3), or we can draw contour lines
in the same way that maps show elevation above sea level (Figure
3.10, right).

Two cautions need to be given. First, continuous or discrete
data can be made to look like there is a bigger or smaller difference
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Figure 3.11 Use and abuse of axes: sometimes, it is misleading
not to show the whole range that a variable could take.

than there really is by zooming in on the area the data occupy. You
can see this in Figure 3.11, where the left image shows a variable
that extends down to zero and the right image zooms in on just the
available observations. If the data showed sales dropping in a com-
pany, it might be tempting to show the left one. If it showed crime
rates falling for a police force, the right one might be preferred.
Because of this, you may sometimes hear a very strict rule that
all axes should begin at zero. That misses the point; you should
show the whole picture and try not to mislead the reader. As a
counter-example, it would be silly to extend the axis representing
the year in the train delay data down to zero.

The second caution is that you may sometimes see broken axes
like that in Figure 3.12 (right). In fact, the left and right images
show exactly the same data. You might not notice the small symbol
and the change in numbers on the vertical axis in the right image,
and it could easily mislead readers. There is no reason ever to use
a broken axis like this.

Secondly, some numbers, like countries” GDP in billions of US
dollars, are totals which would make more sense divided by the
population (per capita). The problem is that the observations in
the data are quite different: some are bigger than others, so it
is hard to compare like with like. Similarly, the number of times
some event has happened should be shown as a rate if different
observations have been followed for different lengths of time. You
can imagine how the customer survey above would be undermined
if some people replied with how much they had spent on groceries in
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Figure 3.12 Use and abuse of axes: breaking the axis is mis-
leading.

a month, and others in a year: they would all have to be converted
to a per month figure.

This chapter has been all about showing data. We will address
the statistical summaries in Chapter 5 and predictive models in
Chapters 9, 10, and 11.
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CHAPTER 4

Percentages and
risks

HEN THE DATA are just a list of “yes” and “no” for

each observation, the options for how you represent it sta-
tistically are seriously limited. That’s not to say that data like this
is not useful, it’s just simple. What we are really dealing with here
is membership of a category, and “yes” and “no” are the simplest
categories. Whenever you fill out a survey and tick a box, you put
yourself into a category. Maybe there are only two options: ticked
or not ticked, or maybe there are multiple categories. If you tell an
election pollster how you intend to vote, you fall into one of several
categories.

Sometimes, questionnaires ask people to “tick all that apply”
(for example: “Which of these software packages do you regularly
use?” followed by a long list), so they can fall in more than one
category at the same time. Some categories go in a specific order,
for example “How do you feel about our service? Very unhappy —
Unhappy — Happy — Very happy.” And finally, some categories are
nested inside others: you might work in the Data Analytics Team,
which is part of the Marketing Department, which is part of the
Commercial Services Division of a company. In each case, there are
some helpful visualization formats.

4.1 SHOWING ONE VARIABLE AT A TIME

To describe a variable with two categories, like “yes” and “no,”
only three numbers are needed: how many said “yes,” how many

59
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answered the question, and what percentage that is. If you asked
200 people and 60 said “yes,” that’s 60/200 = 30% . Occasionally,
you might see people using proportions, where you just divide the
number saying “yes” by the number who answered, so 30%, written
as a proportion, is 0.3. Whichever you use, visualizations will look
the same except for the labels on the axes, but most readers will
be more accustomed to seeing percentages.

What about the people who said “no”? Their numbers are im-
plicitly 200 — 60 = 140, so you don’t have to write them out. But,
if there were some “yes” answers, some “no,” and some left blank,
then the blanks should be acknowledged somehow. You could treat
it as three categories (“60 (30%) said yes, 110 (55%) said no, and
30 (15%) did not answer”). Alternatively, state how many were
blank and then reduce the total accordingly to just the “yes” and
“no” answers: “60/180 = 33% said yes, while 20 did not answer the
question.” In visualization, you are often drawing the percentage,
so make sure that the count in each category is not lost: include it
in a label or accompanying text.

The count matters because small numbers cause the percent-
age to be less stable. With only 2 observations, for example, the
percentage has to be 0, or 50, or 100, which seems much more dra-
matic a change than it really is, unless you can see that it is based
on small numbers. I'll talk about data versus statistics much more
in Chapter 5, and how to show uncertainty in the stats in Chapter
8.

Simple percentages are best encoded as lengths, for example a
bar chart or dot plot. To be a little more eye-catching, you could
use a pictogram (see Figure 2.8), which is also encoded to length
if you line up the icons. To give an impression of the whole 100%,
the length can be shown against a 100% background (Figure 4.1
(left)), or to compare with some targets or other reference values,
a variation on this is called the bullet chart (Figure 4.1 (right)).

When there are more than two categories, they should all be
visible or listed in accompanying text, even just to show that no-
body chose it. For example, customers buying goods online can be
classified according to their home country (where the billing ad-
dress is); there will be about 200 categories but each person can
only fit in one of them. One bar or length will no longer suffice,
and sometimes there might be a big contrast between one percent-
age (say, the number of customers from the United States) and
another (the number from Swaziland). This will make the Swazi
bar so small that it will be impossible to see or judge its size.
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Figure 4.1 Percentage answers to one binary question.

We previously explored the problems with pie charts, but we
could consider some kind of waffle to get around this problem (Fig-
ure 4.2). Of course, small categories can be lumped together as
“Other” and a footnote can explain what it contains. When there
are large numbers of categories, readers will find it hard to absorb
all the information, and it might be best to collapse some together.
User testing can help with finding the right threshold for this.

Ternary plots are a way of simply showing any variable that
contains three categories — but no more than three (Figure 4.3).
The abundance of each must add together to 100%. They are pop-
ular in geology, chemistry and food science — all areas where people
deal with mixtures. At each corner of the triangle, we find 100% or
one of the categories and 0% of the others. In Figure 4.3, a day that
occupied the top corner of the triangle would comprise all work,
no play and no rest.

There are two special cases to think about. First, “tick all that
apply” questions, where the percentages may well add to more than
100%. Essentially, this sort of question has to be broken apart
into a series of binary yes/no questions for each of the options.
Second, ordinal variables have an innate order, and that always
has to be respected in visualization. Unfortunately, this introduces
another restriction into making the visualization, but compromise
is inevitable.

4.2 COMPARING UNMATCHED DATA

If you are interested in comparing the percentages arising from two
variables, encoding them as lengths and presenting them next to
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Figure 42 A 10-by-10 waffle shows percentages from six cate-
gories with one highlighted. Data from “The Global Epidemi-
ology and Contribution of Cannabis Use and Dependence to
the Global Burden of Disease: Results from the GBD 2010
Study” by Louisa Degenhardt and colleagues.
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Figure 4.3 A ternary plot of proportions of activities for each
day of the week
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Figure 4.4 Comparing percentage answers to two questions

one another is the best first choice (part of an imaginary customer
survey is in Figure 4.4). Areas, even the waffle plot, can’t be vi-
sually compared without some effort or guesswork on the part of
the reader. You might feel tempted to add the actual percentages
as text to a chart like this, but there is no need if the axes are
labeled clearly and the encoding is appropriate; any extra text will
only clutter the image and distract the reader. These percentages
represent unmatched data because we are not explicitly linking one
person’s reply in one variable to the same person’s reply in another
variable. If they differ, that’s all there is to say about it.

If there are many variables or categories to be compared over
many timepoints, you can line them all up alongside one another,
but comparison gets harder as they move farther apart. Important
comparisons should appear close together, and to do this, there
might have to be compromises, for example, show all the categories
in one chart and then the important comparisons only in another,
or collapse less crucial categories together. If only one of the cate-
gories matters, why not collapse it to a binary yes/no, which can
be shown in a very compact form?

The option of stacking a bar chart (Figure 4.5) is given in many
spreadsheets and data analysis software packages, but this is prob-



64 B Percentages and risks

Customers' social media use

150
1

100
1

50
1

2010 2015
I CheepCheep W Linkchat
N VyFace

Customers can use multiple platforms, so percentages add to more than 100

Figure 45 A stacked bar chart; compare with Figure 4.6

lematic. Although the category at the bottom of the bar can be
visually compared across the bars, all the others on top of it cannot
(without using a tape measure...) because of the problem shown in
Figure 2.7: they don’t start at the same level.

4.3 COMPARING MATCHED DATA

As with continuous and discrete variables in Chapter 3, we some-
times have matched data. The clustered bar chart, or its dot plot
and line chart equivalents, is key here (Figure 4.6). You could help
readers to also see which question has the highest percentage, or
the biggest change, by arranging the pairs in that order (Figure
4.7). This is a simple example of emphasizing the message without
distorting the facts.

When comparing timepoints, compare like with like. For ex-
ample, if the respondents to the 2017 survey were very different
from the 2014 survey, you need to tell the readers about that in a
footnote, or think twice about comparing them at all. It might be
better to compare only a subset that took part in both. Sometimes,
the matching of data is done in some way other than time. A med-
ical study of arthritis, for example, might compare the affected hip
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Figure 4.6 Clustered bar charts comparing three binary vari-
ables over time; notice how the small changes are easier to see
in the left chart, and easier than in the stacked version above.
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Figure 4.7 Comparing ten binary variables over time, ranked
by value at the first timepoint (left) and the change (right).

to the healthy hip in each participant. It’s still matched and needs
to be shown as such.

Sometimes, what matters most is not that so many people gave
a certain answer in 2014 and so many in 2017, but rather how many
changed one way and how many the other way. This takes us away
from the raw percentages and into ratios and differences — statistics
that measure the change itself. We’ll look at them in Chapter 6. But
consider Figure 4.7 for now. Has everyone’s response to question
P2 stayed the same? Or have the same number gone from yes to no
as went the other way? We can’t tell from a bar chart like this. One
way of showing these flows of matched data is with a parallel sets
plot (Figure 4.8), though they can become very cluttered quite
quickly; this is analogous to the matched line charts we saw in
Figure 3.8.
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Figure 4.8 Showing movement between categories in matched
data with a parallel sets chart — 2 people have moved from
Ireland to the UK, 1 from Ireland to Portugal, 2 from UK to
Ireland, and 1 from Portugal to Ireland.

4.4 CATEGORIES WITHIN CATEGORIES

When categories are nested inside one another, the tree format
comes into its own. A decision tree can be linear, with the branches
always heading down (or up, though down seems more common)
the page as the data get subdivided (Figure 4.10). It can also be
radial, so that concentric rings show the categories and the data
are subdivided more when moving away from the center. A popular
form of this is the donut chart, which like a pie, encodes propor-
tions as angles (and therefore areas); further rings can then contain
subdivisions quite intuitively and this is sometimes called a sun-
burst chart. The treemap is another option (Figure 4.9). All of
these suffer from the problem that we might have to compare non-
adjacent items, and they might not have the same starting point
(because the location of the branch dictates it). The treemap and
donut chart also rely on perception of areas.
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Old deal New deal

Purchase
Purchase

Figure 49 A treemap: a marketing experiment compares two
deals and whether website visitors make a purchase. Although
a minority of visitors were offered the new deal, the higher split
of that green segment into purchases and no purchases shows
that it was more popular than the old deal.

4.5 ASSOCIATIONS

The idea of associations between two variables is a really important
one throughout statistics and data science. So far, I’ve shown you
some ways of comparing percentages over categories and sometimes
comparing categories over timepoints. That means combinations of
one variable (the categories) with another (time), and we can do
this more generally, to find out whether the value of one variable
is associated with another.

For example, imagine data provided by people receiving drug
treatments for arthritis. They are asked how satisfied they are with
the pain relief they feel they are getting from the treatment (“not
satisfied” or “satisfied”) and also whether they have tried any com-
plementary therapies, like acupuncture. Perhaps the percentage
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trying acupuncture is higher in people who are not satisfied than
in people who are satisfied. This could lend evidence to a hypoth-
esis that inadequate pain relief leads to people seeking their own
additional treatments in the form of acupuncture.

It might be the reverse: the experience of receiving the acupunc-
ture with unhurried one-to-one care makes them less satisfied with
the short medical consultation. Or it might be that both have
a common cause: some people just don’t trust conventional drug
treatments. Or there may be no cause-and-effect connection we can
understand at all, but even so we can use lack of satisfaction to
identify people who might want to try acupuncture, as a prediction
not an explanation.

In cases like this, we need to look at conditional percentages:
the percentage trying acupuncture in the “not satisfied” group (or
we could call this “conditional on satisfaction”). For conditional
percentages, there are several options in addition to clustered bar
charts.

Treemaps divide up a rectangular area on the basis of one vari-
able encoded to horizontal length and another to vertical (Figure
4.9); although we know that areas are not accurately perceived,
the lengths on either side are.

Decision trees show the breakdown of the data by one variable
then another in a very intuitive way, though they are generally just
diagrams that don’t actually encode data visually. However, pic-
tograms or waffles can be superimposed at each of the points where
the decision tree branches or terminates, giving at a glance a feel
for the numbers and how they propagate through the tree (Figure
4.10). The numbers can be real observations or hypothetical ones:
a tech company’s marketing department might show various sce-
narios where users move from visiting their website to downloading
their app to making in-app purchases. Chapter 10 will look at vi-
sualizing predictions as a result of statistical modeling like this,
and Chapter 11 will look at decision trees in more detail.

Ideally, the reader should be able to mentally flip the percent-
ages around to whatever way interests them. We have shown how
many website visitors offered a particular deal made a purchase,
but if they wanted to know how many of those who made a pur-
chase had been offered a particular deal, this should be easy to do
visually, even without counting the squares of the waffles or any
more than negligible effort. Reversing conditional proportions like
this is a common problem in statistics.
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Figure 410 A decision tree with waffles: a marketing experi-
ment compares two deals and whether website visitors make
a purchase.

The explanation is not something you can get from the data:
it has to be discussed and considered by experts and the arthritis
patients. Qualitative research is used in many settings, scientific
and commercial, to back up the patterns in the data with insights
like these. The relevance to data visualization is that we are always
conveying a message to some extent, and in the case of associations
between variables, that message is sometimes a step removed from
the data itself. If you are making visualizations, be careful not to
impose your own interpretation too much when showing associ-
ations. If you are reading them, don’t assume that the message
accompanying the data is as sound and scientifically based as the
data themselves.
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This chapter has been all about showing the data (or that sim-
plest of statistics, the percentage). We will look at how to visualize
predictive models for future data in Chapter 10.

4.6 RISKS, RATES AND ODDS

We often want to show the risk of something happening, and this
is just a proportion or percentage like any other, but we have to
be careful to be absolutely clear about the denominator, either in
the image or in accompanying text.

What happens when the risk is no longer a fair comparison?
If the marketing department we just considered had tracked cus-
tomers over a long time and counted whether someone had made
any purchase or no purchases, then it might not be a fair compari-
son to look at long-standing visitors in the same way as newcomers:
surely the newcomer is less likely to make a purchase as they have
had less time to do so.

In cases like this, we should divide the number of purchases by
the length of time someone has been visiting our website (or how
many times they have visited). This gives us a rate, and although
rates do not fall into the range 0% to 100%, we can visualize them
using the same techniques we’ve been looking at in this chapter.

Sometimes, for computational reasons, we have to talk about
the odds of an event happening and not the risk. The odds is
just the number of “yes” (or equivalent) answers divided by the
number of “no” answers (not the total). In the marketing example
above, the odds of making a purchase if you were offered the new
deal is 270/630 = 0.43. Odds are never written as percentages
(43%) to avoid confusion. Try not to use odds if you are making
data visualizations, as it has been shown that people find them
more confusing than risks and other straightforward percentages.
We will encounter the odds again in Chapter 6, including ways to
avoid it.




CHAPTER 5

Showing data or
statistics

them by a statistic. The mean is a statistic that tells us where

e middle of the data is by adding them all up and dividing by

the number of observations, and likewise the median is a statistic:

the value that has half the data above (or equal to) it and half

below (or equal to) it. The percentage of data falling in a category

is also a statistic. Technically, even the counts shown in the height
of a histogram’s bars are statistics.

There is a choice between showing the individual data and the
statistics, and the goal should be clarity. It is nice to see all the
data so the reader knows that nothing is being hidden, and can
explore the data to answer their own questions, but that can be-
come too busy to be helpful for many readers who want a headline.
Returning to the commuting data from Chapter 3, if we wanted to
compare several cities, then showing stacked histograms or super-
imposed kernel density plots, as we did for two cities, would just
be information overload.

The headline message might be adequately captured by just
showing a summary statistic for each city (Figure 5.1). If we show
just a marker for each statistic, this is called a dot plot (there is
a different visualization in Chapter 3 with this name, but that is
quite rare in practice).

E VERY TIME WE SUMMARIZE data, we are representing
t
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Figure 5.1 Dot plots show just the mean (or another statistic)
for a series of groups in the data, or variables. Dot plots can
also have the statistic encoded as the horizontal position, for
example Figure 10.4. Fictitious statistics, except for Atlanta;
see Chapter 3.

5.1 CHOOSING DATA OR STATISTICS

Apart from clarity, the visualization should take into account the
readers’ needs and the subject’s anonymity. If the reader just needs
to know a statistic, for example the median house price in various
neighborhoods, don’t waste their time with each house. Interac-
tive online visualizations allow for some flexibility in this (Chapter
15). The creator of the data visualization might also need to work
within the confines of agreements to collect or use the data, or
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wider laws. Perhaps the individual who has participated in some
research must not be identified, even accidentally.

Publishing only statistics would help here, though we may still
have to redact some of them, such as the earnings and demograph-
ics in various groups if one of the groups has only one person in
it; in this case, publishing statistics will be as good as publishing
that person’s data. The risk of re-identification is never completely
removed but it can be managed.

You can also combine the statistics with the data, as long as it
doesn’t get cluttered. Biostatistician Frank Harrell has suggested
spike histograms, which are histograms with little spikes extending
down from the horizontal axis that show the locations of the mean,
quartiles or whatever statistics you might want to show. They are
compact and allow the reader to choose what to look at.

It’s critically important that all the relevant statistics are
shown, not just the ones that look exciting. The more we indulge
in cherry-picking some results and ignoring others, the greater risk
we run that those statistics will turn out to have been nothing
more than chance fluctuations, which will disappear if we repeat
the data collection.

This is perhaps the single most damaging problem with how
statistical analysis is practiced today. It has different names, like
multiplicity, p-hacking or the garden of forking paths. It is con-
cerning in visualization because we have no choice but to curate
information and it takes an experienced analyst to know when this
crosses over into hiding some of the facts. We’ll encounter a real-life
example of this in Chapter 6.

5.2 THE STANDARD DEVIATION

The mean has an accompanying measure, called the standard de-
viation, of how spread out the values are around it. Unfortunately,
its interpretation is not very intuitive. The normal distribution in
Figure 5.2 is often encountered in continuous variables, and if your
data have a histogram like this, the mean will be at the high-
est point, and the standard deviation is the horizontal distance
from the mean to the point where the histogram bars change from
bulging upwards to bulging downwards. Frankly, even a statistician
finds this dull.

So, a more intuitive way to express it in words is that 95%
of the data should lie between two standard deviations below the
mean and two standard deviations above the mean. Remember that
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Figure 5.2 The normal distribution is a commonly occurring
shape in many different settings.

this applies for normally distributed data, not with other shapes.
This is sometimes called a 95% reference range. You can show it
on visualizations by an error bar extending above and below the
mean (Figure 5.3). But, as we will see in Chapter 8, the error bar
can mean other things too, so we should always state what it is in
an annotation.

In two dimensions, such as we’ve seen in scatter plots, you can
have a reference range for the horizontal variable, and another for
the vertical, and visualize this as two sets of error bars at right
angles, or as an ellipse. The cross where the error bars meet, or
the center of the ellipse, will be at the point defined by the two
means. However, although the means tell us where to center the
ellipse, and the two standard deviations how elongated it should
be in the two dimensions, we don’t know if it should be tilted at an
angle or not. That is the role of the correlation, which completes
the picture and we’ll discuss in Chapter 6, because it also functions
as a measure of how two variables change together.
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Figure 5.3 A dot plot with error bars.

5.3 QUANTILES AND OTHER ROBUST STATISTICS

The median has a more immediate interpretation than the mean.
Half of the data lie on the median or above it, the other half on
the median or below it. It is also more “robust”: if there are errors
in data collection which show up as very low or high outliers, these
will pull the mean up and down. However, the median simply has
to have half the data above and half below. It doesn’t matter how
far above and below, so errors at the extremes have no influence
on the median, as long as the value isn’t on completely the wrong
side.

In the same way the median is a robust alternative to the mean,
there are other statistics which can be used to describe the spread
of the data. The most common are the quartiles, which divide
the data into four equally populated parts. One quarter of the
data should lie below (or on) the first quartile, and one quarter
above (or on) the third. The second quartile is the same thing as
the median. The first quartile is also known as the 25th centile
(imagine dividing the data into 100 equal parts), the median is the
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Figure 5.4 A boxplot comparing nine variables over three time-
points, created for Princess Alice Hospice, Esher, England.

50th centile, and the third quartile is the 75th centile. You can
also work with different measures of spread, perhaps the 2.5th and
97.5th centiles, which together correspond to the 95% reference
range we saw before.

With skewed data, quantiles will reflect the skew, while adding
standard deviations assumes symmetry in the distribution and can
be misleading. For instance, the Atlanta commute times have mean
18 minutes and standard deviation 14 minutes. We’ve seen that
they are skewed in distribution: there are a few very long com-
mutes. The reference range based on standard deviations will ex-
tend into negative commute times, which is clearly wrong. Instead,
using the quantiles will get a better estimate of spread: 95% of the
data lie between 1 minute and 50 minutes.

We can use dot plots to put markers at the median and error
bars extending to some quantiles, as long as we make it clear what
they represent. A popular format, expanding on this idea is the
box plot (Figure 5.4).

A box plot shows five statistics, all encoded to horizontal or
vertical position. The median is the line in the middle of the box,
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and the edges of the box are the first and third quartiles. There
are then “whiskers” extending to the extremes of the data. But
sometimes, outliers could be hiding under the whisker, so typically
they will extend to the extreme data point or 1.5 lengths of the box
(the box length is also called the inter-quartile range), whichever
comes first. This convention is sadly not adopted by all software
packages, so you may sometimes find that the whiskers do some-
thing different, and it is worth checking the documentation to be
sure.

‘We can obtain a two-dimension variant on the quantile concept
too. Imagine a scatter plot of points. If you could put an elastic
band around the points, you can identify the outermost points as
those that the elastic band touches. This shape that encloses the
data is called a convex hull. If you remove them and repeat until
you have removed, say, 10% of the data, then you will have a 90%
quantile in a two-dimensional sense.

Quantiles are not the only robust statistics in town. Another
popular approach to reducing the influence of outliers is to trim
or Winsorize the data. Trimming involves simply setting aside any
data outside a certain quantile before calculating the mean or other
statistics. Leaving out the top 10% and bottom 10% would yield
an 80% trimmed mean, for example.

Winsorizing is similar but replaces those outer data values with
the quantile chosen as a threshold, so effectively they are replaced
with the quantile, and then the statistics are calculated. It’s worth
thinking for a moment about why the 80% trimmed or Winsorized
median would be no different than the original median. For the
same reason, the inter-quartile range will not change until you trim
or Winsorize 50% or more of the data, which would be an extreme
intervention in the datal

For describing spread, you might want something between the
standard deviation and the inter-quartile range for robustness, and
the median absolute deviation could help. We calculate the mean,
and then each value’s distance above or below it (the deviation),
we change the negative deviations so they are all positive, and then
find the median of those. This is a nice way of describing scatter
around the (possibly trimmed or Winsorized) mean because it is
quite tangible: half the data are farther away than this distance.
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Figure 55 A box plot (left) and dot plot (right) summarizing
change in train delays over 20 years. Notice how the mean for
2000 is inflated by just one exceptionally bad period, which is
visible as an outlier in the box plot.

5.4 SMOOTHING

So far, we have been boiling our data down to just a few statistics.
Sometimes we want more than that. Consider the train delay data
from Chapter 2 again. The line showing time trends across all
data points (Figure 2.2) was not helpful because it actually had
too much data in it. To see the overall trends and patterns, we
need to reduce our data down a bit more. This is perhaps the one
thing statistics is about, more than anything else, and we’ll look
at it in more detail in Chapters 9 and 10.

To visualize the longer-term trends, we could chop up time
into years and then draw some statistics for each year. Figure 5.5
has a box plot and a dot plot, while Figure 5.6 joins together
statistics over time: quartiles and 80% Winsorized mean =+ the
median absolute deviation. Because there are 13 observations in
each year, the 80% Winsorization affects the two worst periods
and the two best periods.

None of these options is right or wrong — the choice should
be led by helping the readers to understand the message most
easily. There are always plenty of options for summarizing data and
visualizing the summaries; never feel restricted to one choice that
is popular or you have seen used before. You can do user-testing
with different options to see which is understood most easily.

There are several techniques to smooth out these lines. It’s eas-
ier for the reader to absorb smoothed lines, because there’s less in-
formation shown, especially when the visualization gets cluttered.
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Figure 5.6 Lines connecting statistics to summarize change in
train delays over 20 years: the quartiles (left) and 80% Win-
sorized mean + the median absolute deviation (right).
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Figure 5.7 Smoothed data to summarize change in train delays
over 20 years, using splines (left) and LOESS (right).

We’ve already seen kernel density plots doing this compared to his-
tograms (Chapter 3). Without going into details, the most popular
methods for putting smooth lines through scatter plots are called
splines, LOESS and polished medians. Data analysis software can
do these for you.

The person making the visualization can decide how much
smoothing to apply: too much and the crucial details could be
lost, too little and the line remains bumpy and might distract read-
ers from the important trend. We will look at smoothing again in
Chapter 10.
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CHAPTER 6

Differences, ratios,
correlations

ing summary statistics: we have to present patterns in the
tatistics. Maybe we have a poll of voting preferences in various
towns and we summarize those data as percentages. Our readers
may also want to see what has changed since an earlier poll, or
how the towns compare to one another.

Q FTEN WE HAVE TO GO ONE STEP beyond present-
s

6.1 DIFFERENCE OR RATIO?

Most of what we do to compare statistics falls into subtracting
one from another or dividing one by another. Means and medi-
ans are well suited to subtraction: the difference in these statistics
is roughly what the reader sees when considering adjacent violin
plots, histograms, density plots, or whatever format. Their eye will
generally go to the middle of the distributions and see how much
it is shifted: a change in the average. If the data are matched and
joined by lines, and it is not too cluttered, they will also get a
general feel for the average change.

In the case of the mean for matched data, the difference in
means is in fact equal to the mean of the differences. But this is
not so for medians and other summary statistics, so visualizations
of change in matched data should make it clear whether it shows
statistics for the differences or differences in the statistics. If we
have unmatched data, we cannot subtract or divide specific obser-
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TABLE 6.1 Cancer diagnoses and person-years at risk
(PYAR) in the Million Women Study, comparing
number of weekly alcoholic drinks

Drinks per week Million PYAR New cancer

in the study diagnoses
Non-drinkers 2.18 17,416
<2 2.68 19,307
3—-6 2.11 15,183
7—-14 1.71 12,838
>15 0.48 4031
All combined 9.16 68,775

vations by one another, so statistics of the differences are not an
option, and can only really work with differences in the statistics.

Percentages, on the other hand, don’t have such a visual clue
for readers: there are just some bars in a bar chart, for example,
and some are longer than others. We can subtract percentages to
get a difference, or divide them to get a ratio.

Here are some figures analyzed by Dr. Naomi Allen and col-
leagues from the Million Women Study, which look at alcohol con-
sumption and the appearance of cancer in the years that followed.
Because not all women stayed in the study for the same time, a
time at risk is calculated for each woman and these are added
together to give the person-years at risk (PYAR) for the alcohol
groups in question (Table 6.1).

We can divide the number of women with new cancer diagnoses
by the PYAR and get an incidence rate. It makes sense to compare
this rather than the number of women, because the low numbers
in the group with heaviest drinkers indicate that there are not so
many of them, rather than that it is safe to drink so much. This
gives us rates in Table 6.2.

Clearly, the rates per 10,000 PYAR are easier to read and un-
derstand than the raw rates, and this kind of conversion to a more
human scale is essential for good visualization. It would not be a
good idea to show the rates per PYAR with an axis extending all
the way to 100% (where everybody gets cancer within a year), be-
cause the values are so small that any markers or bars would just
disappear, but also because 100% risk is just not of interest here.
We can plot the region from 0 per PYAR to 0.01 per PYAR (0 to
100 per 10,000 PYAR), which captures all our stats (Figure 6.1).



Difference or ratio? m 83

TABLE 6.2 Incidence rates of cancer diagnoses in
the Million Women Study, comparing number of
weekly alcoholic drinks

Drinks per week Rate per Rate per
PYAR 10,000 PYAR

Non-drinkers 0.0080 80
<2 0.0072 72
3-6 0.0072 72
7—-14 0.0075 75
> 15 0.0084 84
All combined 0.0075 75
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0 1-2 3-6 7-14 15+

Alcoholic drinks per week

Figure 6.1 Incidence rates in the Million Women Study (unad-
justed).
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It might be helpful to contextualize these rates by annotating
the bar chart with a horizontal line at the British incidence rate for
women aged 55 (the average in the study), which is 56 per 10,000.
This would show that the study has somewhat higher incidence of
cancer than we would expect from the general population. Perhaps
there is a bias leading women who know they are at risk to par-
ticipate, or perhaps they are just diagnosed sooner when they are
in the study. With the context made clear, the reader can think
about this.

We could also add some unrelated incidence rates, like the re-
gional variation. The Office of National Statistics gives incidence
rates for men and women at all ages in England: from 57 in Lon-
don to 65 in the North East. Adding this to the plot would help
the reader see that the alcohol-related variation is greater than the
regional variation. However, we have to be a little careful; alcohol
consumption is likely to vary by region too, in which case maybe
we are just showing the same thing two ways. If you are reading
visualizations like this and they lack context, you should seek out
some related statistics like I just did, and see where they lie on the
chart.

By rounding off the rates per 10,000, we can make this a lit-
tle more human again: an extra 12 women with cancer! These are
called natural frequencies: the number of women expected on av-
erage. We might make it even more human with a pictogram, or
some interpretive heading like “of 10,000 women who have one or
two drinks a week, 72 will get a new diagnosis of cancer each year;
this rises to 84 in women who have 15 or more drinks a week.” You
could even give a local example of a town with about 10,000 adult
women, if you thought that would help.

But now we need to make the comparison, and we’ll find that
the human element is hard to maintain. We can compare each of
the categories to those who have 1 or 2 alcoholic drinks a week
(Table 6.3).

If we divide them to get a ratio, it gives a multiplicative in-
crease, again assuming cause and effect. With ratios, a value of
one means no difference (anything multiplied by one is unchanged).
The Million Women data gives rate ratios because we have divided
our number of diagnoses by the PYAR and are dealing with rates.
We could say — and visualize — that there is a 16.6% increase in can-
cers among the heavy drinkers compared to the lightest drinkers.

That sounds quite alarming, but that is because the rate is not
much bigger after multiplication. Indeed, some people might mis-
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TABLE 6.3 Additional cancer diagnoses per 10,000

PYAR
Drinks per week Rate per Additional
10,000 PYAR diagnoses

Non-drinkers 80 8

<2 72 0 (Baseline)
3—-6 72 0
7—14 75 3

>15 84 12

TABLE 6.4 Rate ratio of cancer diagnoses

Drinks per week Rate per 10,000 PYAR Rate ratio

Non-drinkers 80 1.109
<2 72 1 (Baseline)
3-6 72 0.999
7-14 75 1.042
>15 84 1.166

construe it as adding 16.6% to the incidence (which would take it
from 0.8% to 17.4%!). It will also look alarming in isolation (Figure
6.2). It is a good idea to show both absolute and relative risks (or
rates, in this case). If you can clearly use natural frequencies, it
will probably avoid all this confusion. (Sometimes, you may read
about relative risks and sometimes about risk ratios, especially in
medicine. They mean exactly the same thing!)

When we are dealing with continuous variables, the same choice
of multiplicative or additive scales applies, though it is not going
to introduce as much confusion as with binary values. It is quite
common to see the baseline value shown as a value of 100, and any
change is then relative to that: 120 means a 20% increase, and 75
means a 25% decrease. This is a multiplicative scale because you
multiply the baseline value by the change. Alternatively, the base-
line could be shown as zero and any change from that in positive
or negative numbers: an additive scale.

One advantage of setting the baseline to 100 and showing multi-
plicative change is that different variables can be brought together
despite having different values; perhaps we want to see hospital
waiting times and teacher-to-pupil ratios in schools alongside our
train delay data, in one visualization that considers investment in
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Figure 6.2 Rate ratios in the Million Women Study (unad-
justed, and relative effects without absolute values). This for-
mat, essentially a dot plot with added vertical lines from the
baseline, is sometimes called a lollipop chart. Leaving as much
space for negative values as positive emphasizes the fact that
all categories are at higher risk than the baseline, at the cost
of some empty (but perhaps not wasted) space.

public services over time. In (Figure 6.3), we see two variables,
wages and productivity, over time. They have very different values
naturally but here we just see change since 1999 on the multiplica-
tive scale and we can appreciate that wages have not kept up with
productivity.

6.2 ODDS AND THE ODDS RATIO

Sometimes for technical reasons we have no choice but to work
with the odds and odds ratio (which we encountered in Chapter
4). The odds ratio is always farther away from 1 than the corre-
sponding risk ratio, so comparisons look more striking. Unfortu-
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Trends in growth in average wages and labour productivity in
developed economies (index:1999=100) - (Fig. 7 of the report)
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115

110

105

Annual Real Wage and Productivity Index
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—e— Labour productivity Index ~—e— Real wage index

Figure 6.3 A line chart showing changes in productivity and
wages since a baseline at 1999, which is given the index value
of 100. Although the variables have different values, they are
brought together into a common scale of relative change. Data
source: International Labour Organization, reproduced with
permission.

nately, researchers have repeatedly found that people (even those
with scientific training) misunderstand the odds ratio and treat it
as if it was a risk ratio. If you could simply convert the odds ratio
to the risk ratio, this problem would disappear, but it isn’t that
simple.

In Chapter 10, I'll look at a study of different residential courses
for drug addiction. For now, imagine you have the results of that
study, and because some more complex statistical analysis was
needed, this involves an odds ratio of 1.2, and we can interpret
it like this: comparing two people who are identical in other re-
spects but one went through the shorter course and one through
the longer course, the odds of staying drug-free are 1.2 times higher
in the person on the longer course.
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So far so good; no matter what someone’s odds are (determined
in part by other factors like history of failed treatments), they will
be better on the longer course. We can also say that the change in
the odds is multiplicative: 1.2 times better for everyone. However,
this doesn’t mean the risk is 1.2 times better for everyone. The
risk ratio will vary somewhat depending on those other factors. In
short, an odds ratio shared by everyone doesn’t mean a shared risk
ratio.

What can we do? My advice for visualizing odds ratios is to
convert them back to risks as much as possible. The risk is just a
percentage or proportion, so it is easy to visualize and to interpret.
Advanced statistical software can produce estimates of the risks
(called marginal effects) over a range of different people, and make
some nice charts of it too. We’ll look at those in Chapter 10 where
we dig deeper into the business of statistical models and this drug
addiction study in particular. If marginal effects are not an option,
you can still convert the odds ratio to a range of plausible risks
and then show those.

6.3 CHOOSING A BASELINE

Calculating a meaningful difference or ratio depends on having
a meaningful baseline. In Figure 6.3, we compared countries to
their 1999 values, so those make up the baseline. When you are
comparing groups, like taking a shorter or longer course to beat an
addiction, one has to be the baseline. To simply say that the odds
ratio is 1.2 is not enough; the reader needs to know which one is
being compared. You could use the shorter course as the baseline,
in which case the longer course has an odds ratio of 1.2 (improved
odds of staying drug-free compared to the baseline). Or, you could
regard the longer course as the baseline, in which case the shorter
course has an odds ratio of 0.83 (=1/1.2 = 0.83).

There is no rule to guide your choice of baseline, which you
should choose to help the reader follow the story or message you
want to communicate. To show how great the longer course is, use
the shorter one as the baseline (odds ratio = 1.2). To show how
the shorter course has been failing some of its participants, use the
longer one as the baseline. If you have multiple visualizations tack-
ling the same comparison, be consistent in your choice of baseline
or you will confuse readers.
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6.4 CHERRY-PICKING

But here is a warning. Although we can and should choose statistics
to clarify our messages, we should not cherry-pick which parts of
the data to show, and hide the rest.

When the spin-off analysis from the Million Women study I
described earlier was published in the prestigious Journal of the
National Cancer Institutes, there was a chart showing a relative
risk arising from further statistical modeling, for various levels of
alcohol intake (Figure 6.4). This roughly corresponds to the figures
above and shows a steadily rising risk. The straight line looks quite
compelling.

The journal asked an expert to write an editorial comment on
it and they wrote “the message of this report could not be clearer.
There is no level of alcohol consumption that can be considered
safe” Other campaigners found this quite exciting too; the pres-
ident of the Royal College of Physicians at the time wrote “we
also have to be clear that there is no level of consumption that is
risk-free, as clearly shown in the million women study.”

They had all been tricked by the omission of the non-drinkers
from the chart. To be fair, Dr. Allen and colleagues expressed con-
cern about the non-drinkers — they felt that the data were mislead-
ing and the risk too high — and they noted in the paper that they
could not distinguish people who never drank alcohol from those
who only recently became non-drinkers.

This is a good point, but the same thing can be said of all
the categories. It would have been better to include the data in
the visualization, with an annotation about their concerns, and let
the reader judge it for themselves. It goes to show that, if you are
making visualizations, you should not put all the detail in a boring
table and only the really exciting stuff in the visualization. Giving
different layers of detail is good, but selecting what to show within
one layer is potentially misleading.

If you are the reader, always consider whether some detail has
been omitted by having a look at the tables, appendices and so on.
It may be boring but you will be surprised at how often you are
being shown a selected version of the facts.

6.5 CORRELATIONS

So far, we have been talking about differences across groups (un-
matched data), or timepoints (matched data), or something sim-
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Figure 6.4 Line chart with error bars from Allen and colleagues
paper on the Million Women Study, reproduced with permis-
sion of Oxford University Press.
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Figure 6.5 Scatter plots of 1000 random numbers with correla-
tions 0.2, 0.6 and 0.9 from left to right.

ilar. What if we have two continuous variables and we want to
describe how, as one goes up, the other tends to go up too (or
maybe goes down). This is the role of correlations. Although that
word is often abused to mean any generic association, it specifically
means a statistic describing this numeric connection between two
variables. It can take values from —1 to 1. Positive values mean
that as one variable goes up, the other tends (on average) to go up
too — as shown in Figure 6.5.

The more stretched out the markers are into a long straight
line, the higher the correlation will be. It does not tell you how
steep the line is, just how stretched out the markers are. Negative
values mean that as one goes up, the other goes down, so the
shapes in scatter plots will be stretched from top left to bottom
right instead. A correlation of zero means a shapeless cloud of dots,
neither sloping up nor down.

There are several correlation statistics, just as there are sev-
eral ways of measuring how spread out data are. The most widely
used is called Pearson’s correlation, and if someone does not tell
you which one they have used, it’s probably Pearson’s. A more
robust version called Spearman’s simply replaces the data values
with their ranks (1, 2, 3, and so on from smallest number to largest
number) and then puts those through Pearson’s formula instead.
The important difference this introduces is that Spearman’s will
detect any monotonic (always increasing or decreasing) relation-
ship between the two variables, whereas Pearson’s wants to find a
straight line before it returns a high correlation statistic.

It is unusual to see correlations visualized like the dot plot,
with just a marker for each correlation, encoded as the horizontal
or vertical location, though it could be done. Shapes of variously
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Figure 6.6 Scatter plot matrix of four measurements of iris flow-
ers.

elongated ovals would be another obvious encoding, though it could
only be appreciated at an ordinal level of information and would
require a lot of statistical literacy. For most purposes, though, the
scatter plot does the job adequately. Often, there are several vari-
ables and they all have to be shown correlated with each other.

The scatter plot matrix in Figure 6.6 shows this reasonably well.
The markers have to be quite small and possibly semi-transparent,
and the labeling of axes minimal, in order to keep it clear for
readers. This is not a common visualization for lay readers, so
some explanation is required. Personally, I like to introduce any
matrix visualization like this by comparing them to the tables of
distances that one sometimes finds with road maps, where towns
are listed down the left and along the top of a table. If the reader
has ever used them to look up the distance from A to B, they will
know how to read these visualizations.

Look along the row labeled with a particular variable until you
find it intersecting the column with the other variable you are
interested in. That will locate a scatter plot showing those two
variables together. The diagonal line down the middle is not needed
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Figure 6.7 Heatmap matrix of correlations among four mea-
surements of iris flowers. The color scale is diverging: it ex-
tends either side of a neutral value (0) to two different col-
ors. All variables are strongly and positively correlated, except
sepal width, which is weakly and negatively correlated to the
others.

and in some versions simply shows each variable against itself as
a straight line. Also, only one of the halves either side of that
diagonal are needed, as they are mirror images of each other.

Another variant is achieved by dropping the scatter plots and
just coloring in the blocks according to how high the correlation
is. In fact, this is easily achieved in some spreadsheet packages
once you have a table of the correlations, by using “conditional
formatting.” This approach of coloring in blocks according to some
statistic that relates the horizontal position to the vertical posi-
tion is called a heatmap (although the term heatmap gets used for
other things too sometimes, like two-dimensional kernel density
plots where density is encoded as color).
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CHAPTER 7

Visual perception
and the brain

brain processes visual information. It’s very popular to explain

is in terms of evolution, even though it is largely speculative.
Nevertheless, the great majority of our million years or so on earth
involved finding things to eat and spotting predators before they
spotted us. Sitting down and looking at data is a new preoccupa-
tion, but uses the same old hunter-gatherer apparatus (eyes and
brain). We tend to notice only the very broadest outlines of our
surroundings except for one or two things that stand out in some
way and draw our attention.

As a first principle, any visualization should convey its informa-
tion quickly and easily, and with minimal scope for misunderstand-
ing. Unnecessary visual clutter makes more work for the reader’s
brain to do, slows down the understanding (at which point they
may give up) and may even allow some incorrect interpretations
to creep in. You might hear this called chartjunk. The designer
Edward Tufte encourages us to think about the data:ink ratio,
which you should try to keep high at all times. Statistician William
Cleveland was more specific: the plot region is the part of any vi-
sualization that has to be clutter-free. That is the space between
axes where the data appear. Annotations, examples, and even just
eye candy outside the plot region impacts less on understanding.
Sometimes a key, showing what different colors stand for, can be
placed in the plot region without intruding much on the reader’s
attention.

:LT HELPS TO KNOW A LITTLE about how the human
t
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Figure 7.1 A version of Figure 4.6 with a better data-to-ink
ratio.

Although simplicity helps to avoid distraction, and some de-
signers claim that a good visualization will require no explanation,
not even axis labels, a legend or key, most experienced data an-
alysts recognize that some explanation and guidance is essential.
Complicated visualizations can make use of a “How to read this
chart” paragraph, and talking the reader through how to identify
and interpret one of the aspects of the data can be helpful.

Getting the reader to understanding the visualization at the
time is a different task than getting them to remember the image
or its message. Some research has found that including relevant
and witty chartjunk can actually help recall, but it has to be done
carefully.

7.1 ATTENTION AND CLARITY

Often, a visualization tells a story or conveys one specific message
out of a larger analysis. Scientific training discourages analysts
from telling the reader what to think, but in dataviz it may be
important. Such points of interest can be highlighted: a steady
increase in a line chart or one out of a cloud of markers in a scatter
plot, for example.
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This can be done effectively without cluttering by using pre-
attentive cues. These are features that our brains seem to be hard-
wired to detect. We can add unobtrusive features to our visualiza-
tions just to help tell the story like this. In Figure 7.2, one marker
is highlighted by color, another by size, then part of a line chart by
shading around it. Very little is needed to draw the eye. I challenge
you not to look at those points!

Crucially, these highlights have to be used sparingly. If there are
too many of them, the reader will feel overloaded with information
and they will no longer work. If you are making visualizations, be
careful not to fall into a trap where you are very familiar with
the data, so everything you create makes perfect sense to you.
Experimentation and user testing will help you out. In Chapter
17, T am going to revisit some of these highlights and link them to
everything else that surrounds the visualization.

We can also influence how the reader sees objects as being con-
nected in some way. Good data visualization builds on the long-
established Gestalt principles. The most obvious is that objects
(like markers or lines) that are close together in a cluster and dis-
tinct from others farther away will be seen as connected. If we
encode some of our variables as location or length then this follows
naturally. But there are others that are not used so often:

e Draw subtle lines connecting the objects of interest together.

e Identify a group by a very distinct color and shape (for mark-
ers) or pattern and thickness (for lines).

e Enclose them in a shaded area, or surrounding oval or rect-
angle (more complex shapes will lose this effect).

Of course, it’s not always possible to connect objects in the
visualization without clutter, but it is worth considering. As with
the pre-attentive cues, don’t overload the reader. There should only
be one group that gets connected per visualization for maximum
impact, and going beyond this can backfire. If you have multiple
messages, maybe you need multiple visualizations (or an interactive
one).

Jittering takes objects that confusingly coincide on the visual-
ization and moves them by small random amounts. Scatter plots
with markers piled on top of one another now have a cloud of
closely packed markers around a common point, and line charts
with the same problem now have a bundle of lines moving closely
together from one common end to another.
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Figure 7.2 Examples of pre-attentive features.
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Figure 7.3 Observed rates of bird seed consumption in my
garden, and smoothed lines through the data using splines.
robertgrantstats.co.uk/dataviz/birdfeeders

Smoothing is perhaps the opposite of jittering, in that a lot of
information gets summarized into one simple impression. A curve
wiggles through a scatter plot, tracking the markers, or through
a chart with multiple lines, showing a summary of the patterns
(Figure 7.3).

The important feature of smoothed curves is that the smooth-
ness is not part of the data. In the bird feeder data of Figure 7.3,
the consumption often changes, and the resulting lines are very
rough series of steps up and down (the gray lines). Most readers
would find it hard to see the overall pattern, but the smoothed
lines make it easier: more seeds consumed in summer 2015 and
spring 2016, less so in the winter and through the rest of 2016. We
are compromising by bending the natural line of the data, with the
intention of improving understanding.

In Chapter 10, we’ll explore different techniques for smoothing
in the context of models that predict one variable based on others.
If your aim is not as formal as all that, and you just want to give
a simplified impression, you could try a trick suggested by John
Tukey that didn’t catch on: instead of small markers like circles,
draw a vertical line for each data point. The overall shape will be
apparent to readers but the central locations on the line will not
be obvious (Figure 7.4).

Sometimes, there is a good reason for breaking a sequence of
data into more than one smoothed line. For example, if you have
economic data before and after the credit crunch of 2008, then
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Figure 7.4 Tukey’s smoothing by drawing vertical lines instead
of points, applied to the train delay data from Chapter 2.

you know from the context, even before you draw the data, that
it could be represented as one smooth curve before and another
smooth curve after the crunch.

Another simplifying trick which we will encounter in Chapter
11 is edge bundling, where lines connecting points together are
artificially pulled together to reduce the spaghetti effect.

Semi-transparency is a great all-round tool for busy visualiza-
tions, also known as opacity. This allows lines, markers and such
that coincide to be seen. Those in the background show through
slightly. When markers are piled on top of one another, they
look extra dark compared to others on their own. Because semi-
transparency is more like the real world, we get an impression
of lines moving continuously over and under one another and are
able to take in more information immediately. There are several
images in this book with semi-transparency, such as Figure 8.2;
even though there are many markers or lines, you can see where
they pile up in greater numbers.

Colors, lengths, and areas are some of the attributes to which
we have been encoding data. These are stimuli that get perceived
by the brain. Not all stimuli have the same effect; the psychologist
Stanley Smith Stevens showed that, if you double a length, it will
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be perceived accurately as twice the size of the original, but dou-
bling an area is underestimated as 1.6 times bigger, while doubling
the redness of a color is overestimated as 3.2 times bigger. This is
why serious data visualization experts don’t like encoding things
to area or color unless they are just ordinal (or you are happy for
them to be understood as such).

7.2 CULTURAL ASSUMPTIONS

In many of the visualizations we’ve seen so far, time has been
encoded to the horizontal location, with old data on the left and
new data on the right. Why? This is an artifact of reading from left
to right, and is so universal in dataviz that it is preferred even by
writers of right-to-left alphabets like Arabic. Colors, too, do not
have a universal meaning. Red is dangerous in some places and
auspicious in others. It is a good idea not to assume your reader
understands this sort of culture-specific encoding.

Some visualization formats are themselves cues to interpret the
data in a specific way. For example, connections between data
points have been visualized in the style of a subway map, and lists
of items in the style of a periodic table of chemical elements. The
trouble here is that, unless these are aimed wholly at city dwellers
or chemists, not everyone will know what you are implying by the
format. Although they are creative and fun, creators of these sorts
of visualizations have sometimes been mocked for not having un-
derstood the thing they imitated. Do the distances between the
subway stops represent anything? Is there actually periodicity in
what looks like a periodic table, or is it just a glorified list?

7.3 LEARNING FROM OPTICAL ILLUSIONS

In data visualization, optical illusions are not just fun but actually
give us some clues as to ways that people might misinterpret our
work.

The café wall illusion (Figure 7.5, left) is one that may well
affect data visualizations with blocks of color, causing lines to ap-
pear sloped when they are actually not. Lines entering and leaving
shaded regions can also appear to bend (Figure 7.7), and wavy lines
appear flatter or taller than they really are (Figure 7.5, right). Any
visualization with high-contrast blocks of background color might
be at risk from these effects.
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Figure 7.5 The café wall illusion (left), where all lines
are actually straight and either vertical or horizontal. A
related illusion by Akiyoshi Kitaoka (right), where the
two gray waves are identical in height. Left image by
Wikipedia user “Fibonacci” - Own work, CC BY-SA 3.0,
https://commons.wikimedia.org/w/index.php?curid=1788689.
Right image by Akiyoshi Kitaoka, used with permission.

Figure 7.6 'The Ebbinghaus illusion: the darker gray circles are
the same size.

Figure 7.7 An illusion by Akiyoshi Kitaoka: the diagonal lines
are all straight and parallel, used with permission.


https://commons.wikimedia.org/w/index.php?curid=1788689
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The Ebbinghaus illusion shows that the perceived size of an ob-
ject is influenced by nearby objects. Bubble plots could be affected
by this, where the size of markers represents a variable. Our im-
pression of colors is also influenced by the colors of nearby objects,
and by what we expect to see. Any visualization with variation
in the size or color of markers which are close together could be
affected.
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CHAPTER 8

Showing uncertainty

data were intended to tell us something about a wider popu-

tion (like a poll of voting intentions before an election), or about

the future, then we need to acknowledge that uncertainty. This is

a double challenge for data visualization: it has to be calculated

in some meaningful way and then shown on top of the data or
statistics without making it all too cluttered.

The most common source of uncertainty is when our data are
a sample from a wider population and we want to use them to
tell us something about the population. Because our estimates are
based on a sample and not the whole population, they give us an
underestimate or overestimate, and we don’t know which, but we
can at least put some boundaries on that error.

Other sources of uncertainty include missing data, bias in data
collection, imperfect measurements, and so on. We can attempt to
quantify these uncertainties too, and if we do so we can visualize
their impact, but there will be assumptions involved and these need
to be made clear to the reader.

‘E STIMATES BASED ON DATA are often uncertain. If the
a

8.1 THE BOOTSTRAP

Ideally, we would run our data collection again and again, and
see how different the estimates were each time. If they were really
unstable, maybe we should not draw any conclusions. If they are
always about the same, we can be more confident. Unfortunately,
re-running the collection many times is not an option, but we can
do the next best thing: we can make new versions of the data that
behave as though they came from re-runs.

107
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Figure 8.1 Semitransparent markers for 100 bootstrap esti-
mates of the mean in two-dimensional data.

If we then calculate our statistics or whatever we need from
each of those new versions and look at the distribution, it turns
out we can get an accurate measure of the size of the uncertainty.
This technique, which may sound too good to be true at first, is
called the bootstrap.

If we are showing the mean, for example, and we generate a
thousand bootstrap versions of the data, we will have a thousand
versions of the mean. These scatter about the observed mean that
we originally got (Figure 8.1), and if we discard the top 25 and
the bottom 25, we will have a 95% confidence interval around our
estimate.

In other words, there’s a 95% chance the population mean is in
that interval. (Some people prefer a more long-winded definition to
do with infinite repetitions of the data collection and analysis, but
I believe these come to the same thing. The difference of opinion is
down to the philosophical definition of probability. I only mention
it here so that, should you one day explain it in these terms, you
can at least be prepared for the pedantry that follows.)

We can show this interval using error bars, as we saw for the
standard deviation in Chapter 3, but now you can see why it’s
essential to explain what the error bars stand for: standard devi-
ation, confidence interval, or another statistic called the standard
erTor.

With some relatively simple calculations, like the mean, there
is no need to bootstrap, because a shortcut formula can give you
the width of the confidence interval straight away. This is generally
done in terms of the standard error. Just as two standard deviations
show the 95% reference range (within which we expect to find the
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Figure 8.2 Semitransparent lines for 100 bootstrapped splines
through two-dimensional data.

population data), two standard errors show the 95% confidence
interval (within which we expect to find the population mean).

Another advantage of the bootstrap is that it cannot extend
into impossible values, such as less than 0%. Some of the short-
cut formulas can do this, which may lead readers to question the
reliability of the whole analysis.

If the data includes the whole population, meaning there are
no other observations to infer to, then there is no need for confi-
dence intervals or other measures of sampling error. Inference to
the future is different, though, and we return to that in Chapter 9.

8.2 CONFIDENCE REGIONS

Apart from error bars, there are a few options to show the uncer-
tainty:

e Shade the areas above and below lines, or around markers,
to indicate the confidence interval.

e Draw faint semi-transparent markers drawn at random from
the bootstrap statistics (Figure 8.1).

e Add lines or shading for a series of quantiles from the boot-
strap statistics, or theoretically from the standard error (like
Figure 5.6).

e Draw multiple semi-transparent lines (Figure 8.2).
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e Thicken, or make a line more transparent as it becomes more
uncertain.

e Use interactive graphics (Chapter 15) or animation (Chapter
9).

The funnel plot is a compact alternative, if you want to compare
one statistic across lots of groups of data. One example of this
might be to look at hospitals’ death rates in treating some life-
threatening condition called Disease X. Although we might prefer
to go to the hospital with the lowest death rate, if that is based
on only a few patients, then it carries a lot of uncertainty with
it. In a funnel plot (Figure 8.3), the individual hospitals (or other
units to be compared) are represented by markers, the percentages
(or whatever statistic) are encoded to the vertical position, and
the number of patients (or other units making up the data) to the
horizontal position.

Then, the hospitals with few patients are on the left and those
with many patients are on the right. We would expect the hospitals
on the left to be more variable just by chance, so we can superim-
pose a funnel shape that represents the confidence interval around
the average percentage. Any marker outside the funnel indicates a
clinic whose difference from the rest is so large that it is unlikely
to be attributable to a run of bad or good luck. This sort of plot
is routinely used to detect surgeons whose practice is potentially
dangerous and warrants investigation.

Two-dimensional confidence intervals are sometimes seen by
crossed error bars or shaded ellipses around markers. Unfortu-
nately, the plot region will quickly get cluttered with these. It is
simple to calculate the confidence interval for two statistics sepa-
rately (one on the horizontal location, the other on the vertical),
but bear in mind that they can also be correlated, so that a con-
fidence ellipse might be tilted. Bootstrapping is a simple way to
assess this.

One thing that definitely should not be done with error bars is
to have them in a bar chart, appearing above the bars but obscured
below. This seems to be standard practice in some scientific fields.
Hiding some of the statistical information for the sake of a format
is never a good idea. A dot plot is preferable if you need to show
a few values with error bars.
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Variation in deaths treating Disease X
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Figure 8.3 A funnel plot comparing fictitious death rates across
60 hospitals. Note that the confidence intervals are jagged
because they show the number of deaths, which are fairly small
and go up or down in steps. Often, alternative calculations
are used to obtain smooth curves. The two hospitals at the
bottom left with no deaths only had 27 and 31 patients with
Disease X, while others were treating hundreds of people in
the same period. Because the probability of lying outside the
95% interval is one in 20, and we comparing 60 hospitals, we
would expect there to be a few hospitals outside the 95% limit
just by bad or good luck, even if they were no different from
the national death rate.

8.3 OTHER SOURCES OF UNCERTAINTY

Imagine a pre-election opinion poll, where people are called at ran-
dom from the phone book. Those with particular views might have
refused to take part, skewing the results. Maybe some people are
not in the phone book, or are out at the time of day when we called,
or don’t own a landline phone. How can we account for these biases
at the point of data collection?
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There are two broad approaches. One is to present the analysis
of the data as it is, and list the potential faults and biases in
accompanying text. Unfortunately, that may well be skipped by
the reader. Another is to try to take account of the biases and
what effect they might have had on our observations. That will
give us a more accurate result — but only if we get our assumptions
right.

If we use Bayesian statistics for the adjustment, we can apply
probability to any unknown, such as the association between polit-
ical views and being away from home at the time that the call was
attempted. We can get the computer to simulate different scenarios
like this and feed them through the analysis one at a time. This
gives multiple estimates, just like we have from the bootstrap, and
these can be visualized in the same way.

Missing data is a common problem. One Bayesian method for
this that has become very popular in recent years is called multiple
imputation. It fills in the missing values with multiple informed
guesses. Just one guess might be good but would imply that there
was no uncertainty about it, so it is better to have several guesses
that reflect the uncertainty too.

We can show the multiple imputed values in a faint, semi-
transparent color, or with smaller markers, dotted lines, or some
other way of making them carry less visual weight.

Data which we know are heaped (where data get rounded off
in some instances and not others — for example, the number of
cigarettes people recall smoking per day) or coarsely measured
(where you know it’s in a certain range but not a precise value
— for example, if a doctor records patients’ blood pressure as low,
normal or high without recording the actual values) can also be
imputed in the same way.

Weather maps, particularly for hurricanes, have popularized
multiple curves showing uncertainty in predictions, so that if you
use one of these approaches, it is likely to be understood quickly
by readers. These don’t only work for geographical data (we’ll look
at maps in Chapter 13).

In Figure 8.4, there are three different approaches: multiple es-
timates with semi-transparency (left), an interval around a best
estimate (center), and contours showing that the edges are less
likely than the central path (right). The center image suffers from
the misconception that if you live just outside the interval, you
are completely safe, and if you are inside, the hurricane is certain
to pass over you. In other words, presented with an interval for
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Figure 8.4 Three ways of showing uncertainty in projected hur-
ricane paths — and other visualizations too.

uncertainty, people often interpret it as something else: statisti-
cal uncertainty is a difficult concept to grapple with. These visual
approaches can all be adapted for lines and markers.
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CHAPTER 9

Time trends

RACKING CHANGES IN DATA OVER TIME is very

common and we have already encountered some visualiza-
tions with time encoded to the horizontal location, using bars,
lines and areas to indicate the data required. We call this time
series data, and there are some special statistical techniques for
analyzing it, which can impact on visualization.

9.1 MORE FORMATS AND ENCODINGS FOR TIME

I've already looked at bars, scatter plots and lines, which can all
be used to encode a variable you are interested in to the vertical
position and time to the horizontal. The areas under lines can be
shaded in too. Bars and areas can be stacked, though this is hard
for readers to digest; in recent years a lot of streamgraphs have
appeared which have a smooth flow of brightly colored areas above
and below a horizontal axis. They are striking but very hard to
translate back into numbers.

The alternative to stacking is to have multiple lines or bars
interwoven, one for each variable, group or observation, which can
become hard to read as the numbers increase, and depending on
how much variance there is within groups (jumping up and down
and crossing each other). We can also choose to show the data or
change relative to a baseline (see Chapter 6 for more on this).

A connected scatter plot shows how two linked variables have
changed over time. They get encoded to the horizontal and ver-
tical locations, and then the markers are joined by curving lines
that trace out time (smoothers are useful here to help readers dis-
entangle lines). So, time is not encoded as such but appears thanks
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Figure 9.1 A connected scatter plot in a ternary layout: Scot-
tish election results. This image uses splines in both horizon-
tal and vertical dimensions to obtain the smooth curves like
handwriting.

to the format. However, time could also be encoded in the color,
size, or some other attribute of the markers and/or the line joining
them (Figure 9.1). Animation can also capture time explicitly; the
various talks of global health professor Hans Rosling, which can be
viewed online, are excellent examples of this.

If we have a scatter plot showing two variables, and measure-
ments were made at successive<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>