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 ABSTRACT Medical research indicated that narrowing of the retinal blood vessels might be an early indicator 

of cardiovascular diseases; one of them is hypertensive retinopathy. This paper proposed the new staging method 

of hypertensive retinopathy by measure the ratio of diameter artery and vein (AVR). The dataset used in this 

research is the public Messidor color fundus image dataset. The proposed method consists of image resizing using 

bicubic interpolation, optic disk detection, a region of interest computation, vessel diameter measuring, AVR 

calculation, and grading the new categories of Hypertensive Retinopathy based on Keith-Wagener-Barker 

categories. The experiments show that the proposed method can determine the stage of hypertensive retinopathy 

into new categories. 

 

 KEYWORDS hypertensive retinopathy; grading; artery-vein diameter ratio. 

 

I. INTRODUCTION 

ARDIOVASCULAR disease, such as stroke and 

coronary heart disease, is a major cause of morbidity 

and mortality worldwide [1]. Studies show that the first 

major marker of cardiovascular risk is narrowing of the 

retinal arteries [2]. The measurement that has been used to 

measure the degree of narrowing is the ratio of arterial-

venous diameter (AVR) [3]. The AVR ratio is determined by 

measuring the diameter of the individual retinal arteries and 

venous caliber. Lower AVR is associated with higher blood 

pressure and an increased risk of stroke, diabetes, and 

hypertension. AVR is calculated by measuring the diameter 

of the retinal vessels from retinal images; this method 

requires time and is very operator-dependent. First must be 

determined the type of vessels (arteries or veins), then 

measured the diameter of each blood vessel, and then 

measured manually. This process not only takes time but 

varies from one inspection to the next, even when the same 

human being is involved. Therefore, reproducibility is a 

major concern [4]. The average human grader usually needs 

to spend up to twenty minutes per retinal image to complete 

measurements, so this method is certainly not feasible for 

large-scale research studies and clinical utility. There is a 

need for a more precise and efficient system that can assess 

retinal blood vessels automatically. This paper proposes a 

new method of measuring the ratio of arterial and venous 

diameter (AVR) and determining the grade of hypertensive 

retinopathy based on the new category.  

Existing techniques for vessel detection in retinal images 

are classified into two categories: scanning methods [5] and 

tracking methods [6]. The scanning method requires two-

step processing of each pixel image: increase and threshold. 

Additional tracking steps are needed if the application 

requires that the vessel structure be identified. Instead, the 

C 
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tracking approach uses local image properties to track 

vessels from the starting point. This approach is faster 

because it only processes pixels that are close to the vessel. 

In boundary detection, vessel edges are detected by edge 

detectors [7], morphological methods [8], or deformable 

models [9]. Mounting edges that minimize the distance 

between the original data and the predetermined model are 

used in vessel extraction [5, 10]. It was stronger because it 

extracted the vessel as a whole.  

Various models have been designed to create vascular 

profiles: regular [11], triangular [12], Elliptical [13], and 

Gaussian [5, 14]. However, all of these models do not 

consider the reflection of central light on the vessel [15]. 

AVR estimation is a challenging task and requires the 

detection of optical disks in segmented blood vessels. 

Optical disk detection is needed to determine the area of 

interest (ROI) when measuring the ship. The semi-automatic 

method using wavelet Gabor and morphological operations 

was proposed by Ortiz et al. [16]. This method was tested on 

a clinically obtained database of 30 images with an accuracy 

of 57%. Agurto et al. [17] presented the method of ship 

segmentation based on the improvement of multi-scale linear 

structures and the second-order local entropy thresholding. 

This method was tested on 74 fundus images with 80% 

accuracy. AVR calculations are performed on (0.5-1) optical 

disk (DD) diameters which can give inappropriate results. 

Manikis et al. [18] presented the jute-based vessel 

segmentation method along with thresholds and reached an 

accuracy of 93.71% and 93.18% for DRIVE and STARE 

respectively. In the calculation of AVR, the area of interest 

(ROI) is highly dependent on optical disk detection but they 

do not provide a clear idea of the optical disk detection 

method used in their work. Khitran et al. [19] presented a 

new method of AVR calculation. They tested their method 

on 58 fundus images from VICAVR and 40 images from the 

DRIVE database and achieved an accuracy of 96.5% and 

98%, respectively. The limitation of their work is that 

sufficient descriptions of their results are not presented by 

them. The remainder of this paper is divided into four parts 

after this introductory part, the material and method sections. 

Then, the third part discusses the method and results and 

discussion. In the last section, we conclude the results of this 

study. 

II. MATERIAL AND METHODS 

A.  THE PROPOSED METHOD 

The stages of the proposed method, in general, are 

summarized in Fig. 1. The main processes are image 

resizing, optic disk detection, a region of interest 

computation, vessel diameter measuring, scoring, and 

labeling. 

 

Figure 1. The Stages of the proposed method 

B.  DATASET 

We use secondary data of retinal image dataset from open 

source database Messidor. This database was consisting of 

1200 retinal images of 1440 x 960 pixels in TIFF format 

downloaded on the page http://www.adcis.net/en/Download-

Third-Party/Messidor.html [22]. In this study, we sampled 

100 images from the Messidor database in the “Base11” 

folder, and resized them into image sizes 256 x 256 pixels, 

respectively using bi-cubic interpolation [23]. Fig. 2 shows a 

color retinal image showing artery-vein of the blood vessel 

and optic disk area. 

 
Figure 2. The retinal image 

C.  RESIZING IMAGE 

The input image is resized to 256 x 256 using the bicubic 

interpolation method [24]. This method was chosen because 

the result is finer at the edges than the bilinear interpolation. 

Bi-cubic uses 4 x 4 pixels neighbors to retrieve information. 

Bicubic produces sharper images and maybe an ideal 

combination of quality process and output time. To analyze 

the results of the resizing process, three parameters such as 

the Mean Square Error (MSE), Root Mean Squared Error 

(RMSE), and Peak Signal-to-Noise Ratio (PSNR) were used 

to measure the similarity between two images [25]. These 

parameters are used to compare the results of resizing the 

image with the initial image or original image. MSE and  
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RMSE do not have unit values, while PSNR have decibels 

(dB) as a unit value, more similar of the two images, then 

MSE and RMSE values are getting closer to zero. Whereas 

in PSNR, two images have a low level of similarity if the 

PSNR value is below 30 dB. The equation used to calculate 

the three parameters is as follows: 

 

𝑀𝑆𝐸 =
1

𝑚 𝑛
∑ ∑ [𝑓(𝑖, 𝑗) − 𝑔(𝑖, 𝑗)]2𝑚−1

𝑗=0
𝑛−1
𝑖=0  ,      (1) 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸,                             (2) 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10
2552

𝑀𝑆𝐸
,                         (3) 

 

where m is the image height, n is the image width, f(i, j) is 

the original image, and g(i, j) is the resizing image. To 

measure the results of resizing, using the bicubic 

interpolation method, we used 20 sample images and 

calculated the values of MSE, RMSE, and PSNR, and 

compared them with two other methods of resizing bilinear 

interpolation and nearest-neighbor interpolation. 

D.  OPTIC DISK (OD) DETECTION 

Read the red channel of the input image and calculate the 

average of 1.5 area of OD. Perform histogram analysis for 

threshold determination, read the highest intensity value of 

the image, read the number of pixel intensity, read value as 

a threshold value (T). Perform image segmentation using a 

threshold value. 

 

    𝑔(𝑥, 𝑦) = {0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
1 𝑖𝑓 𝑓(𝑥,𝑦)≥𝑇

.                           (4) 

 

For each area, the histogram segmentation results, 

determine initial coordinate points within the area at random, 

do region growing on eight neighbors [26]. For each area the 

segmentation results of the growing region determine the 

center point of the area from the average of its x-y 

coordinates circle shape detection using Hough transform. 

For each edge pixel area: 

 

𝑥𝑖 = 𝑎 + 𝑅 cos(𝜃),                                 (5) 

𝑦𝑖 = 𝑏 + 𝑅 cos(𝜃).                                 (6) 

 

Calculate the image gradient: 

 

 𝐺[𝑓(𝑥, 𝑦)] = [𝐺𝑥 , 𝐺𝑦] = [
𝜕𝑓

𝜕𝑥
,

𝜕𝑓

𝜕𝑦
].                (7) 

 

Finally, select the area closest to the shape of the circle 

as the OD area. 

E.  REGION OF INTEREST (ROI) 

Read the input image of OD area detection results, read the 

coordinates of the center point of the OD (xi, yi), specify the 

ROI area. 

 

𝑟𝑑 = 1.5 8 𝑟 .                                            (8) 

 

Calculate 4 square corner points around the OD area as 

follows: 

𝑎 = ((𝑥𝑖 − 𝑟𝑑), (𝑦𝑖 − 𝑟𝑑)),                       (9) 

𝑏 = ((𝑥𝑖 + 𝑟𝑑), (𝑦𝑖 − 𝑟𝑑)),                     (10) 

𝑐 = ((𝑥𝑖 − 𝑟𝑑), (𝑦𝑖 + 𝑟𝑑)),                     (11) 

𝑑 = ((𝑥𝑖 + 𝑟𝑑), (𝑦𝑖 + 𝑟𝑑)).                     (12) 

 

Create a square by making a connecting line point a to b, 

b to c, c to d, and d to a. 

F.  VESSEL EDGE DETECTION 

Read the ROI area of the input image. Perform edge 

detection using the Canny algorithm [27]. Read the green 

channel of the input image and perform median filtering with 

a 5x5 pixel filter size [28]. Perform histogram analysis for 

threshold determination. Read the highest intensity value of 

the image and read the number of pixel intensity, if the 

number of pixels less than 10 percent of the total number of 

pixel image, read the second highest intensity, and so on until 

the number of pixels is more or equal then 10 percent of the 

total number of the pixel image. Finally, read the value pixel 

intensity as the threshold value. 

G.  VESSEL PROFILING EXTRACTION 

Read the ROI area of the input image. Draw a line from the 

center point of the ROI (x1, y1) to the point (x2, y2) the far 

edge toward the edge of the ROI area for angle values (θ) 

from 0 to 359, For each line, determine the coordinate points 

of the two sides of the left edge of the vessel (Lx, Ly) and the 

right edge side of the vessel (Rx, Ry). 

 

𝐿𝑥 = 𝑦2 − 𝑟 ∗ 𝑠𝑖𝑛 (𝜃 +
𝜋

2
),                     (13) 

  𝐿𝑦 = 𝑥2 + 𝑟 ∗ 𝑐𝑜𝑠 (𝜃 +
𝜋

2
),                     (14) 

𝑅𝑥 = 𝑦2 − 𝑟 ∗ 𝑠𝑖𝑛 (𝜃 + 3 ∗
𝜋

2
),               (15) 

𝑅𝑦 = 𝑥2 + 𝑟 ∗ 𝑐𝑜𝑠 (𝜃 + 3 ∗
𝜋

2
).               (16) 

 

Fig. 3 shows Mapping the points on the left side (Lx, Ly) 

and right side (Rx, Ry) of an edge pixel (x2, y2). 

 

Figure 3. Mapping point (x1,y1),(x2,y2),(Lx,Ly) and (Rx,Ry) 
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Read the green channel of the input image, Do smoothing 

Gaussian filter and perform average filtering with 3x3 pixel 

filter size. 

H.  NOISE REDUCTION 

Read the ROI area of the input image, count the number of 

edge pixels of each vessel (N), read left edge point intensity 

(IL), read right edge pixels intensity (IR). If IL> IR calculate 

the number of left edge pixels (NP IL), else If IR> IL 

calculate the number of right edge pixels (IR NP). Calculate 

the ratio of the number of edge pixels. If (N / (NP IL + NP 

IR)) ≥ 0.95 then the edge of the vessel, else If (N / (NP IL + 

NP IR)) <0.95 then it is considered noise. Calculate the 

Euclidian distance of the first edge (x1, y1) to the last edge 

(x2, y2): 

 

𝐸 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2,            (17) 

 

if the ratio of (N / E) ≤ 0.67, then profile is considered not 

vascular or noise [26]. 

I.  THE VESSEL DIAMETER 

Read the ROI area of the input image, For each vessel in the 

ROI area, (x', y') is the coordinate of the midpoint on the line 

of each vessel, r is the distance from the center point to the 

edge of the vessel and θ is rotation angle. For a rotation angle 

from 0o to 180o to the midpoint (x', y'), read the first edge 

point coordinates (x1, y1), Read the paired edge position 

coordinates (x2, y2) by adding angles (θ + 180o). 

 

𝑥1 = 𝑥′ + 𝑟 ∗ cos (𝜃),                            (18) 

𝑦1 = 𝑦′ + 𝑟 ∗ 𝑠𝑖𝑛 (𝜃).                            (19) 

 

Calculate vessel diameter using Euclidean distance: 

 

𝑑 = √((𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2).            (20) 

 

Finally, select the minimum d value as the width of the 

vessel. 

J.  SCORING OF ARTERY-VEIN RATIO 

For the ROI area of each input image, Wa is the widest branch 

of the smallest artery/vein; Wb is the widest branch of the 

largest artery/vein. Calculate Central Retinal Artery 

Equivalent (CRAE): 

 

𝐶𝑅𝐴𝐸 = √(0.87𝑊𝑎
2 + 1.01𝑊𝑏

2 − 0.22𝑊𝑎𝑊𝑏 − 10.73) (21) 

 

Calculate the Central Retinal Vein Equivalent (CRVE): 

 

𝐶𝑅𝑉𝐸 = √(0.72𝑊𝑎
2 + 0.91𝑊𝑏

2 + 450.02).         (22) 

 

Calculate Artery-Vein Ratio (AVR) [20]. 

 

𝐴𝑉𝑅 =
𝐶𝑅𝐴𝐸

𝐶𝑅𝑉𝐸
.                                 (23) 

K.  IMAGE GRADING 

For each input image, read the AVR input image and 

determine the new categories of Retinopathy Hypertension 

based on Keith-Wagener-Barker categories [21]. 

If (0.67 ≤ AVR ≤ 0.74) then Normal 

If (0.51 ≤ AVR ≤ 0.66) then Borderline 1 

If (0.40 ≤ AVR ≤ 0.50) then Grade 1 

If (0.34 ≤ AVR ≤ 0.39) then Borderline 2 

If (0.31 ≤ AVR ≤ 0.33) then Grade 2 

If (0.25 ≤ AVR ≤ 0.30) then Borderline 3 

If (0.23 ≤ AVR ≤ 0.24) then Grade 3 

If (0.20 ≤ AVR ≤ 0.22) then Borderline 4 

If (0.00 ≤ AVR ≤ 0.19) then Grade 4. 

III. RESULT AND DISCUSSION 

We chose 100 color retinal images from the Messidor dataset 

and tested them by the proposed method. Firstly, we resized 

the original retinal image into image-sized 256 x 256 pixels 

respectively using bi-cubic interpolation. The results of 

measuring the image in resizing process were obtained using 

the bicubic interpolation of 20 sample color images, for each 

color channel Red (R), Green (G), and Blue (B) calculated 

MSE, RMSE, and PSNR indicators and averages (AVG) for 

all channels color.  

 

Figure 4. Graph of (a) MSE, (b) RMSE and (c) PSNR value 
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Fig. 4 shows a graph of the average of Mean Square Error 

(MSE), Root Mean Squared Error (RMSE), and Peak Signal-

to-Noise Ratio (PSNR) of 20 sample images. The blue line 

is the value of the resizing process using the bicubic 

interpolation method, the orange color line is the value of the 

resizing result using the bilinear interpolation method, and 

the green color line is the value of the resizing result using 

the nearest neighbor method. The bicubic interpolation 

method has the smallest error level for image resizing 

compared to the other two methods, bilinear interpolation, 

and nearest-neighbor interpolation.  

The second process detected the location of the optic disk 

Fig. 5 shows sample images after optic disk detection; we 

select the potential OD regions by computing the area of the 

retinal image. 

 

Figure 5. Optic Disk detected 

From 100 samples image, 89 images correctly detected 

the location of OD and precisely determined the area of ROI, 

while 11 images failed to determine the location of OD and 

determined the area of ROI, this is because there is an area 

in the retina whose brightness level exceeds the average 

brightness level of OD. 

The third process computed the region of interest (ROI) 

area in the retinal image, The ROI area is determined based 

on the optical disk detection point then cropping in the area 

around the optical disk with a size of 1.5 the diameter of the 

optical disk. Fig. 6 shows the region of interest selected. 

 

Figure 6. Region of Interest area selected 

The fourth step detected the edge of the vessel, extracted 

the arterial and venous profiles, and noise reduction to 

eliminate the wrong detection of the edge of the vessels. 

Fig. 7 shows the results of the edge detection processes.  

The fifth process measured the diameter ratio of arteries 

and veins (AVR). AVR measurement begins by categorizing 

arteries and veins on all vessel segments. Then each vessel 

segment is determined to be the smallest and largest diameter 

from the list of diameter measurements; this applies to all 

vessel segments of the arterial and venous categories. The 

last is to determine the smallest and largest diameter of the 

entire vessel segment for arterial and venous categories to 

obtain the AVR value. 

 

 

Figure 7. (a) Original Image, (b) Green channel, (c) 

Adaptive histogram equalization, (d) Morphology, (e) 

Segmented, (f) Vessel edge 

Fig. 8 shows a graph of the average of AVR value, The 

horizontal axis is the average value of CRAE, CRVE, and 

AVR from 89 sample images, and the vertical axis is the 

vessel diameter value calculated and artery-vein ratio.  

 

Figure 8. Graph of AVR Value According to the Image 

Samples 

Fig. 9 shows the hypertensive retinopathy stage 

categorized based on the AVR value. The blue bar is the 

result of classification based on the new classification 

proposed of hypertension retinopathy, while the orange bar 

is the result of the retinopathy classification from Messidor. 

 

Figure 9. The classification Result 
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In Fig. 9, the results of the proposed new classification 

produce smoother grades into nine classes compared to the 

Messidor classification of only four classes, namely grade 0 

to grade 3. The results of our testing method for classification 

into 4 classes were compared with the Messidor label class, 

from a total of 89 sample images 87 images were classified 

to the correct class with an accuracy rate of 97.76%. Table 1 

shows a comparison of the performance of retinopathy 

classifications between the proposed methods and those of 

other previous researchers. 

Table 1. Performance Comparison 

Author Dataset  

(Images) 

Accuracy (%) 

Ortiz et al. [16]. Local (30) 57 

Agurto et al. [17]. Local (72) 80 

Manikis et al. [18] 
DRIVE 93.71 

STARE 93.18 

Khitran et al. [19] 
VICAVR 96.5 

DRIVE 98 

Proposed Method MESSIDOR 97.76 

IV. CONCLUSION 

In this paper, we discuss a new technique for determining the 

stage of hypertension retinopathy based on the ratio of 

arterial-venous diameter (AVR), which can measure the 

diameter of arteries and veins. The process begins with 

resizing to 256 x 256 pixels, using bicubic interpolation with 

better results. Our method applies software to measure the 

diameter of blood vessels of the retina. The determination of 

arteries and veins is determined by the semi-automatic 

method to obtain the AVR value. 

The results obtained, with our system, can be used as a 

tool for determining the stage of hypertensive retinopathy 

based on AVR with an accuracy rate of 97.76%. 

Furthermore, this method can be developed by adding 

different parameters such as narrowing of focus, nickel 

arteriovenous, and other features, to get more accurate 

results. 
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