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Abstract— Most of the health data contained unbalanced data that affected the performance of the classification method. Unbalanced 

data causes the classification method to more easily classify the majority data and ignore the minority class. One of the health data that 

has unbalanced data is Pima Indian Diabetes. Diabetes is a deadly disease caused by the body's inability to produce enough insulin. 

Complications of diabetes can cause heart attacks and strokes. Early diagnosis of diabetes is needed to minimize the occurrence of more 

severe complications. In the diabetes dataset used, there is an imbalance of data between positive and negative diabetes classes. Diabetes 

negative class data (500 data) is more than diabetes positive class (268) so that it can affect the performance of the classification method.  

Therefore, this study aims to apply the Smote-Tomeklink and Random Forest methods in the classification of diabetes. The research 

methodology used is the collection of diabetes data obtained from Kaggle as many as 768 data with 8 input attributes and 1 output 

attribute as a class, pre-processing data is used to balance the dataset with Smote-Tomeklink, classification using the random forest 

method, and performance evaluation based on accuracy, sensitivity, precision, and F1-score. Based on the tests carried out by dividing 

data using 10-fold cross-validation, the Random forest algorithm with Smote-TomekLink gets the highest accuracy, sensitivity, 

precision, and F1-score compared to Random Forest with Smote. The Random Forest algorithm with Smote-Tomeklink has 86.4% 

accuracy, 88.2% sensitivity, 82.3% precision, and 85.1% F1-score. Thus, using Smote-Tomeklink can improve the performance of the 

random forest method based on accuracy, sensitivity, precision, and F1-score.  
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I. INTRODUCTION 

Most of the Health data contained unbalanced data that 

affected the performance of the classification method. 
Unbalanced data causes the classification method to more 

easily classify the majority data and ignore the minority class. 

One of the health data that has unbalanced data is Pima Indian 

Diabetes. Diabetes is a deadly disease caused by increased 

blood sugar in the body. Diabetes is caused by the body's 

inability to produce enough insulin. Complications of diabetes 

can cause heart attacks and strokes. One way to improve the 

performance of the classification method is to handle balanced 

data by adding minority data so that the number is equal to the 

majority class. The diabetes dataset has 768 instances of data. 

However, the problem is that there is an imbalance of data in 
the dataset, namely the negative diabetes class with 500 data 

(majority class), while the positive diabetes class with 268 data 

(minority class). Data imbalance is the amount of data in one 

class more than in the other class. The problem of data 

imbalance causes the classification method to be more 

dominant in classifying the majority class than the minority 

class, or in other words, the classification method ignores the 

minority class. The problem of unbalanced data can be handled 

with a data sampling approach. 

Several data sampling methods that can be used to solve the 

problem of data imbalance are oversampling [1][2], [3][4], 

undersampling [5][6], and Hybrid Sampling[6],[7]. 
Oversampling works by adding the minority class, while 

Undersampling works by removing the majority class so as to 

produce balanced data. However, both methods have their 

respective weaknesses. The weakness of the oversampling 

method is that there are too many repetitions of samples that 

can cause overfitting of the classification method, while the 

weakness of undersampling is that it will lose information from 

most of the samples in the dataset and cannot take full 

advantage of the available information[9]. 

To avoid overfitting the oversampling method, the Smote 

method was developed to overcome these weaknesses. Smote 
is an oversampling method to generate new synthesis training 

data by linear interpolation on minority classes[10]. However, 



the Smote method has a weakness, namely overgeneralization, 

and the addition of a minority class randomly can generate 

noise data, because it does not differentiate between classes[11]. 

Therefore, the undersampling method is used to improve the 

performance of the oversampling method by cleaning the noise 

data in the majority class. The noise data is the majority class 

instance which is closest to the minority class instance Usually, 

noise data reduces the level of accuracy for classification 

methods[5]. One method to remove noise data in the majority 

class is Tomeklink[12]. Tomeklink is an undersampling 
method that cleans noise data from the majority class which has 

similar characteristics and overlapping. However, Tomeklink 

only deletes instances defined as “Tomek Links” so that the 

analyzed data cannot be balanced and in its implementation the 

method is combined with other methods. Combining 

Tomeklink and Smote oversampling can improve accuracy 

better than individual performance[25]. 

Several previous studies that have discussed the 

classification of diabetes, namely Research [13] predicts 

diabetes using the k-NN method with an accuracy of 83%. The 

weakness of the research is that it does not address the problem 
of data imbalance. Research [14] classifying diabetes using the 

C4.5 method with an accuracy of 75.65%. The weakness of the 

research is that the accuracy obtained is low so that it can be 

improved, and also does not address the problem of data 

imbalance. Research [15] Using XGBoost to predict diabetes 

with 74% accuracy. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. 

Research [16] using the Correlated Naïve Bayes method 

with correlation-based feature selection to predict diabetes with 

an accuracy of 69.51%. The weakness of the research is that the 
accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. Research [17] 

using the C4.5 method for diabetes detection with an accuracy 

of 68%. 

Research [18] used logistic regression and smote methods to 

detect diabetes with 82% accuracy, 81% precision, 79% recall, 

and 80% F1-score. The weakness of the research is that the 

accuracy is good but can be improved using Tomeklink to clean 

noise data in the majority class. Research [19] using the C4.5 

and Smote methods to predict diabetes with 82% accuracy, 80% 

precision, and 86% sensitivity. Research [20] used logistic and 

Smote-ENN methods to predict kidney disease with 75.2% 
accuracy, 70.6% recall, 4.9% precision, and 30% F1-score. The 

weakness of the research is the low accuracy so that it can be 

improved using Tomeklink to clean noise data in the majority 

class. Research [21] SME-XGBoost with Smote-ENN for heart 

disease prediction with 80% AUC. 

Based on previous research, this study proposes the Smote-

Tomeklink method to resolve the imbalance of diabetes data. 

Smote-Tomeklink is a good way to avoid the drawbacks of 

SMOTE and Tomeklink teknik techniques [9]. The 

classification method used in this research is Random Forest. 

The Random Forest method was chosen because it has several 
advantages, namely high accuracy [22], he ability to handle 

noise data, fast performance in training data, overfitting control, 

and easy to implement [23]. Therefore, the combination method 

of Smote and Tomeklink (Smote-Tomeklink) is applied to 

balance the data on diabetes data so as to improve the 

performance of the Random forest classification method based 

on accuracy, sensitivity (recall), precision, and F1-score. 

II. MATERIALS AND METHOD 

This research consists of several stages as shown in Figure 

1. 

Data Collection :

Pima Indian Diabetes

Data Preprocessing :

1. SMOTE

2. Smote-Tomeklink

Classification Method :

Random Forest

Evaluation Performance :

Accuracy, Sensitivity,

Precision, F1-Score
 

Fig 1. Research Stages 

A. Data Collection 

The dataset used in this study is a diabetes dataset obtained 

from Kaggle, which consists of 768 instances and 9 attributes. 

The description of the attributes and the sample data used are 

shown respectively in Table I and Table II. 

TABLE I 

DESCRIPTION ATRIBUT DATASET 

No Atribute Description Label 

1 Pregnancies Number of Pregnancy X1 

2 Glucose Glucose level 2 hours after 
eating 

X2 

3 Blood 
Pressure 

Blood Pressure X3 

4 Skin 
Thickness 

Skin Thickness X4 

5 Insulin Insulin X5 
6 BMI Body Massa Index X6 

7 Diabetes 
Pedigree 
Function 

Diabetes Pedigree Function X7 

8 Age Age X8 
9 Outcome Diabetes Status ( 1 = 

Positive Diabetes, 2 = 
Negative Diabetes 

Y 

 



TABLE III 

SAMPLE DATASET 

No X1 X2 X3 X4 X5 X6 X7 X8 Y 

1 6 148 72 35 0 33.6 0.627 50 1 
2 1 85 66 29 0 26.6 0.351 31 0 
3 8 183 64 0 0 23.3 0.672 32 1 
4 1 89 66 23 94 28.1 0.167 21 0 
5 0 137 40 35 168 43.1 2.288 33 1 
6 5 116 74 0 0 25.6 0.201 30 1 

7 3 78 50 32 88 31 0.248 26 1 
8 10 115 0 0 0 35.3 0.134 29 0 
9 2 197 70 45 543 30.5 0.158 53 1 
10 8 125 96 0 0 0 0.232 54 1 
11 4 110 92 0 0 37.6 0.191 30 0 
12 10 168 74 0 0 38 0.537 34 1 
13 10 139 80 0 0 27.1 1.441 57 0 
14 1 189 60 23 846 30.1 0.398 59 1 

15 5 166 72 19 175 25.8 0.587 51 1 
.. .. … .. .. ... .. ….. .. .. 
754 0 181 88 44 510 43.3 0.222 26 1 
755 8 154 78 32 0 32.4 0.443 45 1 
756 1 128 88 39 110 36.5 1.057 37 1 
757 7 137 90 41 0 32 0.391 39 0 
758 0 123 72 0 0 36.3 0.258 52 1 
759 1 106 76 0 0 37.5 0.197 26 0 
760 6 190 92 0 0 35.5 0.278 66 1 

761 2 88 58 26 16 28.4 0.766 22 0 
762 9 170 74 31 0 44 0.403 43 1 
763 9 89 62 0 0 22.5 0.142 33 0 
764 10 101 76 48 180 32.9 0.171 63 0 
765 2 122 70 27 0 36.8 0.34 27 0 
766 5 121 72 23 112 26.2 0.245 30 0 
767 1 126 60 0 0 30.1 0.349 47 1 
768 1 93 70 31 0 30.4 0.315 23 0 

 

B. Data Pre-processing 

Data Pre-processing is one of the important stages in data 

mining to improve the quality of datasets. This study focuses 

on dealing with unbalanced data contained in the diabetes 
dataset. The dataset used has 268 instances of negative diabetes 

and 500 instances of Positive Diabetes. The algorithms used to 

handle unbalanced data in the dataset are SMOTE (Synthetic 

Minority Oversampling Technique) and Smote-Tomeklink. 

SMOTE is one of the most commonly used oversampling 

methods to solve the problem of data distribution imbalance in 

machine learning modeling. SMOTE aims to balance the 

distribution of classes by increasing the number of minority 

classes randomly by creating synthetic data for oversampling 

purposes [10]. Creating new data on the minority class using 

the equation (1). 
 

' ( )*i j iY Y Y Y       (1) 

 

'Y representation of the addition of the minority class. iY

representasi kelas minoritas, jY  is a value chosen at random 

from the k-nearest neighbors of the minority class on iY , and 

  is a value in a randomly selected vector with a range of 0 to 

1 [2]. 

SMOTE generates new synthesis training data by linear 

interpolation for the minority class. Synthesis training data is 

generated by randomly selecting one or more of the k-nearest 

neighbors for each sample in the minority class as shown in 

Figure 2. 

 

 
Fig 2. Process of Synthetic Minority Oversampling Technique (SMOTE) Algorithm [24] 

 

Tomeklink is an undersampling method that cleans noise 

data from the majority class that has similar characteristics and 
overlapping[12]. Tomeklink works by eliminating the majority 

class instances that are closer to the minority class by applying 

the nearest neighbor rule to select instances. The combination 

of Tomeklink and Smote oversampling can improve accuracy 

better than individual performance [25]. 

C. Random Forest Method 

Random Forest is a decision tree-based ensemble learning 

method [26]. The Random Forest method has the advantages of 
high accuracy, the ability to handle noise data, fast performance 

in training data, overfitting control, and easy to implement [23]. 

The working process of the Random Forest method in 

classifying a data is shown in Figure 3. 

 



 
Fig 1. Working Process of Random Forest Method[23] 

 

 
Figure 3 shows how the Random Forest algorithm works by 

creating a set of decision trees from a randomly selected subset, 

getting predictions from each decision tree, voting for each 

predicted outcome, and choosing the best prediction result 

based on the most votes assigned as final prediction 

D. Evaluation Performance 

Performance testing uses a confusion matrix table. The 

confusion matrix is a table that is used to describe the 

performance of the classification method on a dataset whose 
true value is known. The confusion matrix can visualize the 

amount of data that is classified as true and false as shown in 

the Table III[27]. 

TABLE III 

CONFUSSION MATRIX 

 

Actual 

Predicted 

Negative Positive 

Negative TN FP 

Positive FN TP 

 

Formula used to calculate Accuracy (6), Sensitivity (7), 

Precision (8) [28] [29][30], and F1-score (5)[31]. 

 

 = Accuracy
TP TN

TP FN TN FP



  
  (6) 

 = Sensitivity
TP

TP FN
  (7) 

 = Precision
TP

TP FP
    (8) 

 

1  = 
2  

F score
precision recall

precision recall


 


   (9) 

 
True Positive (TP) is a class of positive diabetes that is 

predicted correctly. False Positive (FP) is a diabetes negative 

class but is predicted to be diabetes positive. True Negative (TN) 

is a diabetes negative class that is predicted correctly. False 

Negative (FN) is a positive diabetes class but is predicted to be 

diabetes negative. 

III. RESULT AND DISCUSSION 

This research starts from the stages of data collection, data 
pre-processing, classification, and performance testing. The 

data used in this study is diabetes data obtained from Kaggle. 

The pre-processing of this study used the Smote and Smote-

Tomeklink algorithms to deal with class imbalances in diabetes 

data. The classification method of this research is Random 

Forest. The performance test is based on accuracy, sensitivity, 

precision, and F1-score. The results of the comparison of the 

original data with the data from Smote and the results of Smote-

Tomeklink are shown in Figure 4. 

 

 
Fig 4. Data Distribution Result 

The classification method of this research is Random Forest. 
Performance testing is based on accuracy, sensitivity, precision, 



and F1-score using a confusion matrix table. Based on testing 

the Random Forest method using 10-fold cross-validation, the 

results obtained in the form of a confusion matrix table as 

shown in Table IV for the Random Forest method on the 

original data, Table V for the results of the Random Forest 

method with Smote, and Table VI for the results of the Random 

Forest method with Smote-Tomeklink. The results of the 

comparison of the performance of the Random Forest method 

as a whole are shown in Figure 5. 

TABLE IV 

RESULT CONFUSSION MATRIX OF RANDOM FOREST 

Actual Predicted 

Negative Positive 

Negative 429 71 

Positive 113 155 

TABLE V 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE 

 

Actual 

Predicted 

Negative Positive 

Negative 390 110 

Positive 71 429 

 

TABLE VI 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE-TOMEKLINK 

Actual Predicted 

Negative Positive 

Negative 385 90 

Positive 56 419 

 

 

 
Fig 5. Result Performance of Classification Method 

 

In Table IV, the Random Forest method succeeded in 

correctly classifying the negative class (TN) as many as 429 
instances and the negative class classified incorrectly (FP) as 

many as 17 instances. While the correctly classified positive 

class (TP) is 155 instances and the incorrectly classified 

positive class is 113 instances. 

In Table V, the Random Forest method with Smote 

succeeded in correctly classifying the negative class (TN) as 

many as 390 instances and the negative class classified 

incorrectly (FP) as many as 110 instances. While the positive 

class that is classified correctly (TP) is 429 instances and the 

positive class that is classified incorrectly is 71 instances.  

In Table VI, the Random Forest method with Smote-
Tomeklink succeeded in correctly classifying the negative class 

(TN) as many as 385 instances and the negative class classified 

incorrectly (FP) as 90 instances. While the positive class that is 

classified correctly (TP) is 419 instances and the positive class 

that is classified incorrectly is 56 instances.  

Based on Figure 4, there was an increase in the performance 

of the Random Forest method with Smote-Tomeklink based on 
accuracy, sensitivity, precision, and F1-score. In the original 

dataset, the Random Forest method has 76% accuracy, 57.8% 

sensitivity, 68.6% precision, and 62.7% F1-score. The Random 

Forest method with Smote has an accuracy of 81.9%, 

sensitivity of 85.8%, precision of 79.6%, and F1-score of 

82.6%. Meanwhile, the use of the Random Forest method with 

Smote-Tomeklink resulted in an accuracy of 86.4%, a 

sensitivity of 88.2%, a precision of 83.3%, and F1-score of 

85.1%. 

Sensitivity has a very important role to improve the accuracy 

and F1-score performance of the Random Forest method with 
Smote-Tomeklink. The Random Forest method with Smote-

Tomeklink gives higher accuracy, sensitivity, precision, and 

F1-score results than smote and without sampling. 

Random Forest method with Smote an increase in 

performance indicators accuracy, sensitivity, precision, and F1-

score. The increase in accuracy scores is 5.9%, Sensitivity is 



28%, precision is 11%, and F1-score is 19.9%. The Random 

Forest method with Smote-Tomeklink showed an increase in 

the indicators of accuracy by 10.4%, Sensitivity by 30.4%, 

precision by 13.7%, and F1-score by 22.4%. Therefore, the use 

of the Smote-tomeklink method can increase accuracy, 

sensitivity, precision, and F1-score in the Random Forest 

method [11][32][33].  

IV. CONCLUSION 

This study applies the Smote-Tomeklink algorithm to the 

Random Forest method for the classification of diabetes. The 

application of Smote-Tomeklink can improve the performance 

of accuracy, sensitivity, precision, and F1-score in the Random 

Forest method. The combination of Random Forest and Smote-

Tomeklink got the best accuracy, sensitivity, and precision 

compared to Smote and without sampling for the classification 

of diabetes. Where, there was an increase in performance 

indicators of 10.4% accuracy, 30.4% sensitivity, 13.7% 
precision, and 22.4 F1-score. Further research can apply 

Smote-Tomeklink to deal with the problem of data imbalance 

in multiclass data. 
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Abstract— Most of the health data contained unbalanced data that affected the performance of the classification method. Unbalanced 

data causes the classification method to more easily classify the majority data and ignore the minority class. One of the health data that 

has unbalanced data is Pima Indian Diabetes. Diabetes is a deadly disease caused by the body's inability to produce enough insulin. 

Complications of diabetes can cause heart attacks and strokes. Early diagnosis of diabetes is needed to minimize the occurrence of more 

severe complications. In the diabetes dataset used, there is an imbalance of data between positive and negative diabetes classes. Diabetes 

negative class data (500 data) is more than diabetes positive class (268) so that it can affect the performance of the classification method.  

Therefore, this study aims to apply the Smote-Tomeklink and Random Forest methods in the classification of diabetes. The research 

methodology used is the collection of diabetes data obtained from Kaggle as many as 768 data with 8 input attributes and 1 output 

attribute as a class, pre-processing data is used to balance the dataset with Smote-Tomeklink, classification using the random forest 

method, and performance evaluation based on accuracy, sensitivity, precision, and F1-score. Based on the tests carried out by dividing 

data using 10-fold cross-validation, the Random forest algorithm with Smote-TomekLink gets the highest accuracy, sensitivity, 

precision, and F1-score compared to Random Forest with Smote. The Random Forest algorithm with Smote-Tomeklink has 86.4% 

accuracy, 88.2% sensitivity, 82.3% precision, and 85.1% F1-score. Thus, using Smote-Tomeklink can improve the performance of the 

random forest method based on accuracy, sensitivity, precision, and F1-score.  
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I. INTRODUCTION 

Most of the Health data contained unbalanced data that 

affected the performance of the classification method. 

Unbalanced data causes the classification method to more 

easily classify the majority data and ignore the minority class. 

One of the health data that has unbalanced data is Pima Indian 

Diabetes. Diabetes is a deadly disease caused by increased 

blood sugar in the body. Diabetes is caused by the body's 

inability to produce enough insulin. Complications of diabetes 

can cause heart attacks and strokes. One way to improve the 

performance of the classification method is to handle balanced 

data by adding minority data so that the number is equal to the 

majority class. The diabetes dataset has 768 instances of data. 

However, the problem is that there is an imbalance of data in 

the dataset, namely the negative diabetes class with 500 data 

(majority class), while the positive diabetes class with 268 data 

(minority class). Data imbalance is the amount of data in one 

class more than in the other class. The problem of data 

imbalance causes the classification method to be more 

dominant in classifying the majority class than the minority 

class, or in other words, the classification method ignores the 

minority class. The problem of unbalanced data can be handled 

with a data sampling approach. 

Several data sampling methods that can be used to solve the 

problem of data imbalance are oversampling [1][2], [3][4], 

undersampling [5][6], and Hybrid Sampling[6],[7]. 

Oversampling works by adding the minority class, while 

Undersampling works by removing the majority class so as to 

produce balanced data. However, both methods have their 

respective weaknesses. The weakness of the oversampling 

method is that there are too many repetitions of samples that 

can cause overfitting of the classification method, while the 

weakness of undersampling is that it will lose information from 

most of the samples in the dataset and cannot take full 

advantage of the available information[9]. 

To avoid overfitting the oversampling method, the Smote 

method was developed to overcome these weaknesses. Smote 

is an oversampling method to generate new synthesis training 

data by linear interpolation on minority classes[10]. However, 



the Smote method has a weakness, namely overgeneralization, 

and the addition of a minority class randomly can generate 

noise data, because it does not differentiate between classes[11]. 

Therefore, the undersampling method is used to improve the 

performance of the oversampling method by cleaning the noise 

data in the majority class. The noise data is the majority class 

instance which is closest to the minority class instance Usually, 

noise data reduces the level of accuracy for classification 

methods[5]. One method to remove noise data in the majority 

class is Tomeklink[12]. Tomeklink is an undersampling 

method that cleans noise data from the majority class which has 

similar characteristics and overlapping. However, Tomeklink 

only deletes instances defined as “Tomek Links” so that the 

analyzed data cannot be balanced and in its implementation the 

method is combined with other methods. Combining 

Tomeklink and Smote oversampling can improve accuracy 

better than individual performance[13]. 

Several previous studies that have discussed the 

classification of diabetes, namely Research [14] predicts 

diabetes using the k-NN method with an accuracy of 83%. The 

weakness of the research is that it does not address the problem 

of data imbalance. Research [15] classifying diabetes using the 

C4.5 method with an accuracy of 75.65%. The weakness of the 

research is that the accuracy obtained is low so that it can be 

improved, and also does not address the problem of data 

imbalance. Research [16] Using XGBoost to predict diabetes 

with 74% accuracy. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. 

Research [17] using the Correlated Naïve Bayes method 

with correlation-based feature selection to predict diabetes with 

an accuracy of 69.51%. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. Research [18] 

using the C4.5 method for diabetes detection with an accuracy 

of 68%. 

Research [19] used logistic regression and smote methods to 

detect diabetes with 82% accuracy, 81% precision, 79% recall, 

and 80% F1-score. The weakness of the research is that the 

accuracy is good but can be improved using Tomeklink to clean 

noise data in the majority class. Research [20] using the C4.5 

and Smote methods to predict diabetes with 82% accuracy, 80% 

precision, and 86% sensitivity. Research [21] used logistic and 

Smote-ENN methods to predict kidney disease with 75.2% 

accuracy, 70.6% recall, 4.9% precision, and 30% F1-score. The 

weakness of the research is the low accuracy so that it can be 

improved using Tomeklink to clean noise data in the majority 

class. Research [22] SME-XGBoost with Smote-ENN for heart 

disease prediction with 80% AUC. 

Several previous studies have applied various approaches to 

improve diabetes classification methods such as the 

oversampling approach with SMOTE. However, there are 

weaknesses in previous studies, namely the accuracy of the 

proposed method still ranges from 82% to 83% so that there is 

a gap to improve its accuracy. So, this study proposes the 

Smote-Tomeklink hybrid sampling method to overcome the 

imbalance in diabetes data, so as to improve the accuracy of the 

classification method. 

Smote-Tomeklink is a good way to avoid the drawbacks of 

SMOTE and Tomeklink techniques [9]. The classification 

method used in this research is Random Forest. The Random 

Forest method was chosen because it has several advantages, 

namely high accuracy [23], he ability to handle noise data, fast 

performance in training data, overfitting control, and easy to 

implement [24].  

This study aims to apply the Smote-Tomeklink hybrid 

sampling method to balance the data on diabetes data so as to 

improve the performance of the Random forest classification 

method. Measurement of the performance of the random forest 

method based on accuracy, sensitivity (recall), precision, and 

F1-score 

II. MATERIALS AND METHOD 

This research consists of several stages as shown in Figure 1. 

 

Data Collection :

Pima Indian Diabetes

Data Preprocessing :

1. SMOTE

2. Smote-Tomeklink

Classification Method :

Random Forest

Evaluation Performance :

Accuracy, Sensitivity,

Precision, F1-Score
 

Fig 1. Research Stages 

A. Data Collection 

The dataset used in this study is a diabetes dataset obtained 

from Kaggle, which consists of 768 instances and 9 attributes. 

The description of the attributes and the sample data used are 

shown respectively in Table I and Table II. 

TABLE I 

DESCRIPTION ATRIBUT DATASET 

No Atribute Description Label 

1 Pregnancies Number of Pregnancy X1 

2 Glucose Glucose level 2 hours after 

eating 

X2 

3 Blood 

Pressure 

Blood Pressure X3 

4 Skin 

Thickness 

Skin Thickness X4 

5 Insulin Insulin X5 

6 BMI Body Massa Index X6 

7 Diabetes 

Pedigree 

Function 

Diabetes Pedigree Function X7 

8 Age Age X8 

9 Outcome Diabetes Status ( 1 = 

Positive Diabetes, 2 = 

Negative Diabetes 

Y 

 



TABLE III 

SAMPLE DATASET 

No X1 X2 X3 X4 X5 X6 X7 X8 Y 

1 6 148 72 35 0 33.6 0.627 50 1 

2 1 85 66 29 0 26.6 0.351 31 0 

3 8 183 64 0 0 23.3 0.672 32 1 

4 1 89 66 23 94 28.1 0.167 21 0 

5 0 137 40 35 168 43.1 2.288 33 1 

6 5 116 74 0 0 25.6 0.201 30 1 

7 3 78 50 32 88 31 0.248 26 1 

8 10 115 0 0 0 35.3 0.134 29 0 

9 2 197 70 45 543 30.5 0.158 53 1 

10 8 125 96 0 0 0 0.232 54 1 

11 4 110 92 0 0 37.6 0.191 30 0 

12 10 168 74 0 0 38 0.537 34 1 

13 10 139 80 0 0 27.1 1.441 57 0 

14 1 189 60 23 846 30.1 0.398 59 1 

15 5 166 72 19 175 25.8 0.587 51 1 

.. .. … .. .. ... .. ….. .. .. 

754 0 181 88 44 510 43.3 0.222 26 1 

755 8 154 78 32 0 32.4 0.443 45 1 

756 1 128 88 39 110 36.5 1.057 37 1 

757 7 137 90 41 0 32 0.391 39 0 

758 0 123 72 0 0 36.3 0.258 52 1 

759 1 106 76 0 0 37.5 0.197 26 0 

760 6 190 92 0 0 35.5 0.278 66 1 

761 2 88 58 26 16 28.4 0.766 22 0 

762 9 170 74 31 0 44 0.403 43 1 

763 9 89 62 0 0 22.5 0.142 33 0 

764 10 101 76 48 180 32.9 0.171 63 0 

765 2 122 70 27 0 36.8 0.34 27 0 

766 5 121 72 23 112 26.2 0.245 30 0 

767 1 126 60 0 0 30.1 0.349 47 1 

768 1 93 70 31 0 30.4 0.315 23 0 

 

B. Data Pre-processing 

Data Pre-processing is one of the important stages in data 

mining to improve the quality of datasets. This study focuses 

on dealing with unbalanced data contained in the diabetes 

dataset. The dataset used has 268 instances of negative diabetes 

and 500 instances of Positive Diabetes. The algorithms used to 

handle unbalanced data in the dataset are SMOTE (Synthetic 

Minority Oversampling Technique) and Smote-Tomeklink. 

SMOTE is one of the most commonly used oversampling 

methods to solve the problem of data distribution imbalance in 

machine learning modeling. SMOTE aims to balance the 

distribution of classes by increasing the number of minority 

classes randomly by creating synthetic data for oversampling 

purposes [10]. Creating new data on the minority class using 

the equation (1). 

 

' ( )*i j iY Y Y Y       (1) 

 

'Y is the representation of the addition of the minority class. 
iY  is the representation of minority class, jY  is a value chosen 

at random from the k-nearest neighbors of the minority class on 
iY , and   is a value in a randomly selected vector with a range 

of 0 to 1 [2]. 

SMOTE generates new synthesis training data by linear 

interpolation for the minority class. Synthesis training data is 

generated by randomly selecting one or more of the k-nearest 

neighbors for each sample in the minority class as shown in 

Figure 2. 

 

 
Fig 2. Process of Synthetic Minority Oversampling Technique (SMOTE) Algorithm [25] 

 

Tomeklink is an undersampling method that cleans noise 

data from the majority class that has similar characteristics and 

overlapping[12]. Tomeklink works by eliminating the majority 

class instances that are closer to the minority class by applying 

the nearest neighbor rule to select instances. The combination 

of Tomeklink and Smote oversampling can improve accuracy 

better than individual performance [13]. 

 

C. Random Forest Method 

Random Forest is a decision tree-based ensemble learning 

method [26]. The Random Forest method has the advantages of 

high accuracy, the ability to handle noise data, fast performance 

in training data, overfitting control, and easy to implement [24]. 

The working process of the Random Forest method in 

classifying a data is shown in Figure 3. 

 



 
Fig 1. Working Process of Random Forest Method[24] 

 

 

Figure 3 shows how the Random Forest algorithm works by 

creating a set of decision trees from a randomly selected subset, 

getting predictions from each decision tree, voting for each 

predicted outcome, and choosing the best prediction result 

based on the most votes assigned as final prediction 

D. Evaluation Performance 

Performance testing uses a confusion matrix table. The 

confusion matrix is a table that is used to describe the 

performance of the classification method on a dataset whose 

true value is known. The confusion matrix can visualize the 

amount of data that is classified as true and false as shown in 

the Table III[27]. 

TABLE III 

CONFUSSION MATRIX 

 

Actual 

Predicted 

Negative Positive 

Negative TN FP 

Positive FN TP 

 

Formula used to calculate Accuracy (6), Sensitivity (7), 

Precision (8) [28] [29][30], and F1-score (5)[31]. 

 

 = Accuracy
TP TN

TP FN TN FP



  
  (6) 

 = Sensitivity
TP

TP FN
  (7) 

 = Precision
TP

TP FP
    (8) 

 

1  = 
2  

F score
precision recall

precision recall


 


   (9) 

 

True Positive (TP) is a class of positive diabetes that is 

predicted correctly. False Positive (FP) is a diabetes negative 

class but is predicted to be diabetes positive. True Negative (TN) 

is a diabetes negative class that is predicted correctly. False 

Negative (FN) is a positive diabetes class but is predicted to be 

diabetes negative. 

III. RESULT AND DISCUSSION 

This research starts from the stages of data collection, data 

pre-processing, classification, and performance testing. The 

data used in this study is diabetes data obtained from Kaggle. 

The pre-processing of this study used the Smote and Smote-

Tomeklink algorithms to deal with class imbalances in diabetes 

data. The classification method of this research is Random 

Forest. The performance test is based on accuracy, sensitivity, 

precision, and F1-score. The results of the comparison of the 

original data with the data from Smote and the results of Smote-

Tomeklink are shown in Figure 4. 

 

 
Fig 4. Data Distribution Result 

 

The classification method of this research is Random Forest. 

Performance testing is based on accuracy, sensitivity, precision, 

and F1-score using a confusion matrix table. Based on testing 

the Random Forest method using 10-fold cross-validation, the 



results obtained in the form of a confusion matrix table as 

shown in Table IV for the Random Forest method on the 

original data, Table V for the results of the Random Forest 

method with Smote, and Table VI for the results of the Random 

Forest method with Smote-Tomeklink. The results of the 

comparison of the performance of the Random Forest method 

as a whole are shown in Figure 5. 

TABLE IV 

RESULT CONFUSSION MATRIX OF RANDOM FOREST 

Actual Predicted 

Negative Positive 

Negative 429 71 

Positive 113 155 

TABLE V 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE 

 

Actual 

Predicted 

Negative Positive 

Negative 390 110 

Positive 71 429 

 

TABLE VI 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE-TOMEKLINK 

Actual Predicted 

Negative Positive 

Negative 385 90 

Positive 56 419 

 

 

 
Fig 5. Result Performance of Classification Method 

 

In Table IV, the Random Forest method succeeded in 

correctly classifying the negative class (TN) as many as 429 

instances and the negative class classified incorrectly (FP) as 

many as 17 instances. While the correctly classified positive 

class (TP) is 155 instances and the incorrectly classified 

positive class is 113 instances. 

In Table V, the Random Forest method with Smote 

succeeded in correctly classifying the negative class (TN) as 

many as 390 instances and the negative class classified 

incorrectly (FP) as many as 110 instances. While the positive 

class that is classified correctly (TP) is 429 instances and the 

positive class that is classified incorrectly is 71 instances.  

In Table VI, the Random Forest method with Smote-

Tomeklink succeeded in correctly classifying the negative class 

(TN) as many as 385 instances and the negative class classified 

incorrectly (FP) as 90 instances. While the positive class that is 

classified correctly (TP) is 419 instances and the positive class 

that is classified incorrectly is 56 instances.  

Based on Figure 4, there was an increase in the performance 

of the Random Forest method with Smote-Tomeklink based on 

accuracy, sensitivity, precision, and F1-score. In the original 

dataset, the Random Forest method has 76% accuracy, 57.8% 

sensitivity, 68.6% precision, and 62.7% F1-score. The Random 

Forest method with Smote has an accuracy of 81.9%, 

sensitivity of 85.8%, precision of 79.6%, and F1-score of 

82.6%. Meanwhile, the use of the Random Forest method with 

Smote-Tomeklink resulted in an accuracy of 86.4%, a 

sensitivity of 88.2%, a precision of 83.3%, and F1-score of 

85.1%. 

Sensitivity has a very important role to improve the accuracy 

and F1-score performance of the Random Forest method with 

Smote-Tomeklink. The Random Forest method with Smote-

Tomeklink gives higher accuracy, sensitivity, precision, and 

F1-score results than smote and without sampling. 

Random Forest method with Smote an increase in 

performance indicators accuracy, sensitivity, precision, and F1-

score. The increase in accuracy scores is 5.9%, Sensitivity is 

28%, precision is 11%, and F1-score is 19.9%. The Random 

Forest method with Smote-Tomeklink showed an increase in 

the indicators of accuracy by 10.4%, Sensitivity by 30.4%, 

precision by 13.7%, and F1-score by 22.4%. Therefore, the use 

of the Smote-tomeklink method can increase accuracy, 



sensitivity, precision, and F1-score in the Random Forest 

method [11][32][33]. The comparison of the proposed method 

is better than previous studies, which can be shown in Table 

VII.  

TABLE VII 
COMPARISON OF THE PROPOSED MODEL PERFORMANCE WITH 

PREVIOUS STUDIES 

No Author 

(Year) 

Dataset Method Accuracy 

1 [14] Pima Indian 

Diabetes 

KNN 83% 

2 [15] Pima Indian 

Diabetes 

Decision Tree 

C.45 

75.65% 

3 [11] Pima Indian 

Diabetes 

SVM + K-

Means Smote 

82% 

4 [19] Pima Indian 

Diabetes 

Logistic 

Regression + 

Smote 

82% 

5 [20] Pima Indian 

Diabetes 

C4.5 Method + 

Smote 

82% 

6 The 

Proposed 

Method 

Pima 

Indian 

Diabetes 

Random 

Forest + 

Smote Tomek 

links 

86% 

IV. CONCLUSION 

This study applies the Smote-Tomeklink algorithm to the 

Random Forest method for the classification of diabetes. The 

application of Smote-Tomeklink can improve the performance 

of accuracy, sensitivity, precision, and F1-score in the Random 

Forest method. The combination of Random Forest and Smote-

Tomeklink got the best accuracy, sensitivity, and precision 

compared to Smote and without sampling for the classification 

of diabetes. Where, there was an increase in performance 

indicators of 10.4% accuracy, 30.4% sensitivity, 13.7% 

precision, and 22.4 F1-score. Further research can apply 

Smote-Tomeklink to deal with the problem of data imbalance 

in multiclass data. 

REFERENCES 

 
[1] O. Heranova, “Synthetic Minority Oversampling Technique pada 

Averaged One Dependence Estimators untuk Klasifikasi Credit 

Scoring,” Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi), 
vol. 3, no. 3, pp. 443–450, 2019, doi: 10.29207/resti.v3i3.1275. 

[2] T. Zhu, Y. Lin, and Y. Liu, “Synthetic minority oversampling 

technique for multiclass imbalance problems,” Pattern Recognition, 
vol. 72, pp. 327–340, Dec. 2017, doi: 10.1016/j.patcog.2017.07.024. 

[3] F. Last, G. Douzas, and F. Bacao, “Oversampling for Imbalanced 

Learning Based on K-Means and SMOTE,” no. November, 2017, 
[Online]. Available: http://arxiv.org/abs/1711.00837. 

[4] G. A. Pradipta, R. Wardoyo, A. Musdholifah, and I. N. H. Sanjaya, 

“Radius-SMOTE: A New Oversampling Technique of Minority 
Samples Based on Radius Distance for Learning from Imbalanced 

Data,” IEEE Access, vol. 9, pp. 74763–74777, 2021, doi: 

10.1109/ACCESS.2021.3080316. 
[5] M. Kamaladevi, V. Venkataraman, and K. R. Sekar, “Tomek link 

Undersampling with Stacked Ensemble classifier for Imbalanced 

data classification,” vol. 25, no. 4, pp. 2182–2190, 2021. 
[6] W. C. Lin, C. F. Tsai, Y. H. Hu, and J. S. Jhang, “Clustering-based 

undersampling in class-imbalanced data,” Information Sciences, vol. 

409–410, pp. 17–26, 2017, doi: 10.1016/j.ins.2017.05.008. 
[7] Z. Xu, D. Shen, T. Nie, and Y. Kou, “A hybrid sampling algorithm 

combining M-SMOTE and ENN based on Random Forest for 

medical imbalanced data,” Journal of Biomedical Informatics, p. 
103465, 2020, doi: 10.1016/j.jbi.2020.103465. 

[8] E. AT, A. M, A.-M. F, and S. M, “Classification of Imbalance Data 

using Tomek Link (T-Link) Combined with Random Under-

sampling (RUS) as a Data Reduction Method,” Global Journal of 

Technology and Optimization, vol. 01, no. S1, 2016, doi: 

10.4172/2229-8711.s1111. 

[9] Z. Wang, C. Wu, K. Zheng, X. Niu, and X. Wang, “SMOTETomek-

Based Resampling for Personality Recognition,” IEEE Access, vol. 
7, pp. 129678–129689, 2019, doi: 10.1109/ACCESS.2019.2940061. 

[10] N. V Chawla, K. W. Bowyer, and L. O. Hall, “SMOTE : Synthetic 

Minority Over-sampling TEchnique,” Journal of Artificial 
Intelligence Research, vol. 16, pp. 341–378, 2002. 

[11] H. Hairani, K. E. Saputro, and S. Fadli, “K-means-SMOTE for 

handling class imbalance in the classification of diabetes with C4.5, 
SVM, and naive Bayes,” Jurnal Teknologi dan Sistem Komputer, vol. 

8, no. 2, pp. 89–93, 2020, doi: 10.14710/jtsiskom.8.2.2020.89-93. 

[12] I. Tomek, “Tomek Link: Two Modifications of CNN,” IEEE Trans. 
Systems, Man and Cybernetics, pp. 769–772, 1976, [Online]. 

Available: 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=430945
2. 

[13] E. F. Swana, W. Doorsamy, and P. Bokoro, “Tomek Link and 

SMOTE Approaches for Machine Fault Classification with an 
Imbalanced Dataset,” Sensors, vol. 22, no. 9, 2022, doi: 

10.3390/s22093246. 

[14] R. Kaur, “Predicting diabetes by adopting classification approach in 
data mining,” International Journal on Informatics Visualization, vol. 

3, no. 2–2, pp. 218–221, 2019, doi: 10.30630/joiv.3.2-2.229. 

[15] A. Azrar, M. Awais, Y. Ali, and K. Zaheer, “Data mining models 
comparison for diabetes prediction,” International Journal of 

Advanced Computer Science and Applications, vol. 9, no. 8, pp. 320–

323, 2018, doi: 10.14569/ijacsa.2018.090841. 
[16] S. Barik, S. Mohanty, S. Mohanty, and D. Singh, “Analysis of 

prediction accuracy of diabetes using classifier and hybrid machine 

learning techniques,” Smart Innovation, Systems and Technologies, 
vol. 153, no. January, pp. 399–409, 2021, doi: 10.1007/978-981-15-

6202-0_41. 

[17] H. Hairani, M. Innuddin, and M. Rahardi, “Accuracy Enhancement 
of Correlated Naive Bayes Method by Using Correlation Feature 

Selection (CFS) for Health Data Classification,” in 2020 3rd 
International Conference on Information and Communications 

Technology (ICOIACT), 2020, pp. 51–55, doi: 

10.1109/ICOIACT50329.2020.9332021. 
[18] C. Fiarni, E. M. Sipayung, and S. Maemunah, “Analysis and 

prediction of diabetes complication disease using data mining 

algorithm,” Procedia Computer Science, vol. 161, pp. 449–457, 2019, 
doi: 10.1016/j.procs.2019.11.144. 

[19] Erlin, Y. N. Marlim, Junadhi, L. Suryati, and N. Agustina, “Early 

Detection of Diabetes Using Machine Learning with Logistic 
Regression Algorithm,” Jurnal Nasional Teknik Elektro dan 

Teknologi Informasi, vol. 11, no. 2, pp. 88–96, 2022. 

[20] C. Azad, B. Bhushan, R. Sharma, A. Shankar, K. K. Singh, and A. 
Khamparia, “Prediction model using SMOTE, genetic algorithm and 

decision tree (PMSGD) for classification of diabetes mellitus,” 

Multimedia Systems, vol. 28, no. 4, pp. 1289–1307, 2022, doi: 
10.1007/s00530-021-00817-2. 

[21] X. Shi, T. Qu, G. Van Pottelbergh, M. van den Akker, and B. De 

Moor, “A Resampling Method to Improve the Prognostic Model of 
End-Stage Kidney Disease: A Better Strategy for Imbalanced Data,” 

Frontiers in Medicine, vol. 9, no. March, pp. 1–9, 2022, doi: 

10.3389/fmed.2022.730748. 
[22] K. Wang et al., “Improving risk identification of adverse outcomes 

in chronic heart failure using smote +enn and machine learning,” Risk 

Management and Healthcare Policy, vol. 14, no. May, pp. 2453–
2463, 2021, doi: 10.2147/RMHP.S310295. 

[23] H. Kaur, H. S. Pannu, and A. K. Malhi, “A systematic review on 

imbalanced data challenges in machine learning: Applications and 
solutions,” ACM Computing Surveys, vol. 52, no. 4. Association for 

Computing Machinery, pp. 1–34, Aug. 01, 2019, doi: 

10.1145/3343440. 
[24] K. Guo, X. Wan, L. Liu, Z. Gao, and M. Yang, “Fault diagnosis of 

intelligent production line based on digital twin and improved 

random forest,” Applied Sciences (Switzerland), vol. 11, no. 16, pp. 
1–18, 2021, doi: 10.3390/app11167733. 

[25] J. Chen, H. Huang, A. G. Cohn, D. Zhang, and M. Zhou, “Machine 

learning-based classification of rock discontinuity trace: SMOTE 
oversampling integrated with GBT ensemble learning,” International 

Journal of Mining Science and Technology, vol. 32, no. 2, pp. 309–

322, 2021, doi: 10.1016/j.ijmst.2021.08.004. 



[26] Y. Sun, H. Zhang, T. Zhao, Z. Zou, B. Shen, and L. Yang, “A New 

Convolutional Neural Network with Random Forest Method for 

Hydrogen Sensor Fault Diagnosis,” IEEE Access, vol. 8, pp. 85421–

85430, 2020, doi: 10.1109/ACCESS.2020.2992231. 

[27] H. Hartono and E. Ongko, “Avoiding Overfitting dan Overlapping in 

Handling Class Imbalanced Using Hybrid Approach with Smoothed 
Bootstrap Resampling and Feature Selection,” International Journal 

on Informatics Visualization, vol. 6, no. June, pp. 343–348, 2022. 

[28] H. Hairani, A. Anggrawan, A. I. Wathan, K. A. Latif, K. Marzuki, 
and M. Zulfikri, “The Abstract of Thesis Classifier by Using Naive 

Bayes Method,” in Proceedings - 2021 International Conference on 

Software Engineering and Computer Systems and 4th International 
Conference on Computational Science and Information Management, 

ICSECS-ICOCSIM 2021, 2021, no. August, pp. 312–315, doi: 

10.1109/ICSECS52883.2021.00063. 
[29] A. Luque, A. Carrasco, A. Martín, and A. de las Heras, “The impact 

of class imbalance in classification performance metrics based on the 

binary confusion matrix,” Pattern Recognition, vol. 91, pp. 216–231, 
2019, doi: 10.1016/j.patcog.2019.02.023. 

[30] H. Qteat and M. Awad, “Using Hybrid Model of Particle Swarm 

Optimization and Multi-Layer Perceptron Neural Networks for 
Classification of Diabetes,” International Journal of Intelligent 

Engineering and Systems, vol. 14, no. 3, pp. 11–22, 2021, doi: 

10.22266/ijies2021.0630.02. 
[31] H. Hanafi, A. H. Muhammad, I. Verawati, and R. Hardi, “An 

Intrusion Detection System Using SDAE to Enhance Dimensional 

Reduction in Machine Learning,” International Journal on 
Informatics Visualization, vol. 6, no. June, pp. 306–316, 2022. 

[32] H. Hairani, A. S. Suweleh, and D. Susilowaty, “Penanganan Ketidak 

Seimbangan Kelas Menggunakan Pendekatan Level Data,” MATRIK : 
Jurnal Manajemen, Teknik Informatika dan Rekayasa Komputer, vol. 

20, no. 1, pp. 109–116, 2020, doi: 10.30812/matrik.v20i1.846. 

[33] M. Y. Thanoun, M. T. Yaseen, and A. M. Aleesa, “Development of 
Intelligent Parkinson Disease Detection System Based on Machine 

Learning Techniques Using Speech Signal,” International Journal 

on Advanced Science, Engineering and Information Technology, vol. 
11, no. 1, pp. 388–392, 2021. 

 
 



Improvement Performance of the Random Forest Method on 

Unbalanced Diabetes Data Classification Using Smote-Tomek Link 

Hairani Hairania*, Anthony Anggrawanb, Dadang Priyantoc 

abc Department of Computer Science, Universitas Bumigora, Mataram, 83127, Indonesia  
Corresponding author: Hairani@universitasbumigora.ac.id 

 

 
Abstract— Most of the health data contained unbalanced data that affected the performance of the classification method. Unbalanced 

data causes the classification method to more easily classify the majority data and ignore the minority class. One of the health data that 

has unbalanced data is Pima Indian Diabetes. Diabetes is a deadly disease caused by the body's inability to produce enough insulin. 

Complications of diabetes can cause heart attacks and strokes. Early diagnosis of diabetes is needed to minimize the occurrence of more 

severe complications. In the diabetes dataset used, there is an imbalance of data between positive and negative diabetes classes. Diabetes 

negative class data (500 data) is more than diabetes positive class (268) so that it can affect the performance of the classification method.  

Therefore, this study aims to apply the Smote-Tomeklink and Random Forest methods in the classification of diabetes. The research 

methodology used is the collection of diabetes data obtained from Kaggle as many as 768 data with 8 input attributes and 1 output 

attribute as a class, pre-processing data is used to balance the dataset with Smote-Tomeklink, classification using the random forest 

method, and performance evaluation based on accuracy, sensitivity, precision, and F1-score. Based on the tests carried out by dividing 

data using 10-fold cross-validation, the Random forest algorithm with Smote-TomekLink gets the highest accuracy, sensitivity, 

precision, and F1-score compared to Random Forest with Smote. The Random Forest algorithm with Smote-Tomeklink has 86.4% 

accuracy, 88.2% sensitivity, 82.3% precision, and 85.1% F1-score. Thus, using Smote-Tomeklink can improve the performance of the 

random forest method based on accuracy, sensitivity, precision, and F1-score.  
 
Keywords— Class Imbalance; Smote-Tomeklink; Random Forest Method; Diabetest Disease. 
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I. INTRODUCTION 

Most of the Health data contained unbalanced data that 

affected the performance of the classification method. 
Unbalanced data causes the classification method to more 

easily classify the majority data and ignore the minority class. 

One of the health data that has unbalanced data is Pima Indian 

Diabetes. Diabetes is a deadly disease caused by increased 

blood sugar in the body. Diabetes is caused by the body's 

inability to produce enough insulin. Complications of diabetes 

can cause heart attacks and strokes. One way to improve the 

performance of the classification method is to handle balanced 

data by adding minority data so that the number is equal to the 

majority class. The diabetes dataset has 768 instances of data. 

However, the problem is that there is an imbalance of data in 
the dataset, namely the negative diabetes class with 500 data 

(majority class), while the positive diabetes class with 268 data 

(minority class). Data imbalance is the amount of data in one 

class more than in the other class. The problem of data 

imbalance causes the classification method to be more 

dominant in classifying the majority class than the minority 

class, or in other words, the classification method ignores the 

minority class. The problem of unbalanced data can be handled 

with a data sampling approach. 

Several data sampling methods that can be used to solve the 

problem of data imbalance are oversampling [1][2], [3][4], 

undersampling [5][6], and Hybrid Sampling[6],[7]. 
Oversampling works by adding the minority class, while 

Undersampling works by removing the majority class so as to 

produce balanced data. However, both methods have their 

respective weaknesses. The weakness of the oversampling 

method is that there are too many repetitions of samples that 

can cause overfitting of the classification method, while the 

weakness of undersampling is that it will lose information from 

most of the samples in the dataset and cannot take full 

advantage of the available information[9]. 

To avoid overfitting the oversampling method, the Smote 

method was developed to overcome these weaknesses. Smote 
is an oversampling method to generate new synthesis training 

data by linear interpolation on minority classes[10]. However, 



the Smote method has a weakness, namely overgeneralization, 

and the addition of a minority class randomly can generate 

noise data, because it does not differentiate between classes[11]. 

Therefore, the undersampling method is used to improve the 

performance of the oversampling method by cleaning the noise 

data in the majority class. The noise data is the majority class 

instance which is closest to the minority class instance Usually, 

noise data reduces the level of accuracy for classification 

methods[5]. One method to remove noise data in the majority 

class is Tomeklink[12]. Tomeklink is an undersampling 
method that cleans noise data from the majority class which has 

similar characteristics and overlapping. However, Tomeklink 

only deletes instances defined as “Tomek Links” so that the 

analyzed data cannot be balanced and in its implementation the 

method is combined with other methods. Combining 

Tomeklink and Smote oversampling can improve accuracy 

better than individual performance[13]. 

Data mining research in Health plays an important role, 

especially in predicting various types of diseases using different 

techniques or methods[14]. Research [15] uses a statistical 

approach to analyze the success rate of students following 
subjects using online or face-to-face learning. The results show 

that online students have significantly higher average grades 

than face-to-face classes. 

Several previous studies have focused on the classification 

of diabetes, namely Research [16] predicts diabetes using the 

k-NN method with an accuracy of 83%. The weakness of the 

research is that it does not address the problem of data 

imbalance. Research [17] classifying diabetes using the C4.5 

method with an accuracy of 75.65%. The weakness of the 

research is that the accuracy obtained is low so that it can be 

improved, and also does not address the problem of data 
imbalance. Research [18] Using XGBoost to predict diabetes 

with 74% accuracy. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. 

Research [19] using the Correlated Naïve Bayes method 

with correlation-based feature selection to predict diabetes with 

an accuracy of 69.51%. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. Research [20] 

using the C4.5 method for diabetes detection with an accuracy 

of 68%. 

Research [21] used logistic regression and smote methods to 
detect diabetes with 82% accuracy, 81% precision, 79% recall, 

and 80% F1-score. The weakness of the research is that the 

accuracy is good but can be improved using Tomeklink to clean 

noise data in the majority class. Research [22] using the C4.5 

and Smote methods to predict diabetes with 82% accuracy, 80% 

precision, and 86% sensitivity. Research [23] used logistic and 

Smote-ENN methods to predict kidney disease with 75.2% 

accuracy, 70.6% recall, 4.9% precision, and 30% F1-score. The 

weakness of the research is the low accuracy so that it can be 

improved using Tomeklink to clean noise data in the majority 

class. Research [24] SME-XGBoost with Smote-ENN for heart 
disease prediction with 80% AUC. 

Several previous studies have applied various approaches to 

improve diabetes classification methods such as the 

oversampling approach with SMOTE. However, there are 

weaknesses in previous studies, namely the accuracy of the 

proposed method still ranges from 82% to 83% so that there is 

a gap to improve its accuracy. So, this study proposes the 

Smote-Tomeklink hybrid sampling method to overcome the 

imbalance in diabetes data, so as to improve the accuracy of the 

classification method. 

Smote-Tomeklink is a good way to avoid the drawbacks of 

SMOTE and Tomeklink techniques [9]. The classification 

method used in this research is Random Forest. The Random 

Forest method was chosen because it has several advantages, 

namely high accuracy [25], he ability to handle noise data, fast 

performance in training data, overfitting control, and easy to 
implement [26].  

This study aims to apply the Smote-Tomeklink hybrid 

sampling method to balance the data on diabetes data so as to 

improve the performance of the Random forest classification 

method. Measurement of the performance of the random forest 

method based on accuracy, sensitivity (recall), precision, and 

F1-score 

II. MATERIALS AND METHOD 

This research consists of several stages as shown in Figure 1. 

 

Data Collection :

Pima Indian Diabetes

Data Preprocessing :

1. SMOTE

2. Smote-Tomeklink

Classification Method :

Random Forest

Evaluation Performance :

Accuracy, Sensitivity,

Precision, F1-Score
 

Fig 1. Research Stages 

A. Data Collection 

The dataset used in this study is a diabetes dataset obtained 

from Kaggle, which consists of 768 instances and 9 attributes. 

The description of the attributes and the sample data used are 

shown respectively in Table I and Table II. 

TABLE I 

DESCRIPTION ATRIBUT DATASET 

No Atribute Description Label 

1 Pregnancies Number of Pregnancy X1 
2 Glucose Glucose level 2 hours after 

eating 
X2 

3 Blood 

Pressure 

Blood Pressure X3 

4 Skin 
Thickness 

Skin Thickness X4 

5 Insulin Insulin X5 
6 BMI Body Massa Index X6 
7 Diabetes 

Pedigree 
Function 

Diabetes Pedigree Function X7 

8 Age Age X8 



9 Outcome Diabetes Status ( 1 = 
Positive Diabetes, 2 = 

Negative Diabetes 

Y 

 

TABLE III 

SAMPLE DATASET 

No X1 X2 X3 X4 X5 X6 X7 X8 Y 

1 6 148 72 35 0 33.6 0.627 50 1 
2 1 85 66 29 0 26.6 0.351 31 0 
3 8 183 64 0 0 23.3 0.672 32 1 

4 1 89 66 23 94 28.1 0.167 21 0 
5 0 137 40 35 168 43.1 2.288 33 1 
6 5 116 74 0 0 25.6 0.201 30 1 
7 3 78 50 32 88 31 0.248 26 1 
8 10 115 0 0 0 35.3 0.134 29 0 
9 2 197 70 45 543 30.5 0.158 53 1 
10 8 125 96 0 0 0 0.232 54 1 
11 4 110 92 0 0 37.6 0.191 30 0 

12 10 168 74 0 0 38 0.537 34 1 
13 10 139 80 0 0 27.1 1.441 57 0 
14 1 189 60 23 846 30.1 0.398 59 1 
15 5 166 72 19 175 25.8 0.587 51 1 
.. .. … .. .. ... .. ….. .. .. 
754 0 181 88 44 510 43.3 0.222 26 1 
755 8 154 78 32 0 32.4 0.443 45 1 
756 1 128 88 39 110 36.5 1.057 37 1 
757 7 137 90 41 0 32 0.391 39 0 

758 0 123 72 0 0 36.3 0.258 52 1 
759 1 106 76 0 0 37.5 0.197 26 0 
760 6 190 92 0 0 35.5 0.278 66 1 
761 2 88 58 26 16 28.4 0.766 22 0 
762 9 170 74 31 0 44 0.403 43 1 
763 9 89 62 0 0 22.5 0.142 33 0 
764 10 101 76 48 180 32.9 0.171 63 0 
765 2 122 70 27 0 36.8 0.34 27 0 

766 5 121 72 23 112 26.2 0.245 30 0 

767 1 126 60 0 0 30.1 0.349 47 1 
768 1 93 70 31 0 30.4 0.315 23 0 

 

B. Data Pre-processing 

Data Pre-processing is one of the important stages in data 

mining to improve the quality of datasets. This study focuses 

on dealing with unbalanced data contained in the diabetes 

dataset. The dataset used has 268 instances of negative diabetes 

and 500 instances of Positive Diabetes. The algorithms used to 

handle unbalanced data in the dataset are SMOTE (Synthetic 

Minority Oversampling Technique) and Smote-Tomeklink. 

SMOTE is one of the most commonly used oversampling 
methods to solve the problem of data distribution imbalance in 

machine learning modeling. SMOTE aims to balance the 

distribution of classes by increasing the number of minority 

classes randomly by creating synthetic data for oversampling 

purposes [10]. Creating new data on the minority class using 

the equation (1). 

 

' ( )*i j iY Y Y Y       (1) 

 

'Y is the representation of the addition of the minority class. 
iY  is the representation of minority class, jY  is a value chosen 

at random from the k-nearest neighbors of the minority class on 
iY , and   is a value in a randomly selected vector with a range 

of 0 to 1 [2]. 

SMOTE generates new synthesis training data by linear 

interpolation for the minority class. Synthesis training data is 

generated by randomly selecting one or more of the k-nearest 
neighbors for each sample in the minority class as shown in 

Figure 2. 

 

 
Fig 2. Process of Synthetic Minority Oversampling Technique (SMOTE) Algorithm [27] 

 

Tomeklink is an undersampling method that cleans noise 
data from the majority class that has similar characteristics and 

overlapping[12]. Tomeklink works by eliminating the majority 

class instances that are closer to the minority class by applying 

the nearest neighbor rule to select instances. The combination 

of Tomeklink and Smote oversampling can improve accuracy 

better than individual performance [13]. 

C. Random Forest Method 

Random Forest is a decision tree-based ensemble learning 
method [28]. The Random Forest method has the advantages of 

high accuracy, the ability to handle noise data, fast performance 

in training data, overfitting control, and easy to implement [26]. 

The working process of the Random Forest method in 

classifying a data is shown in Figure 3. 

 



 
Fig 1. Working Process of Random Forest Method[26] 

 

 

Figure 3 shows how the Random Forest algorithm works by 

creating a set of decision trees from a randomly selected subset, 

getting predictions from each decision tree, voting for each 

predicted outcome, and choosing the best prediction result 

based on the most votes assigned as final prediction 

D. Evaluation Performance 

Performance testing uses a confusion matrix table. The 

confusion matrix is a table that is used to describe the 

performance of the classification method on a dataset whose 

true value is known. The confusion matrix can visualize the 

amount of data that is classified as true and false as shown in 

the Table III[29]. 

TABLE III 

CONFUSSION MATRIX 

 

Actual 

Predicted 

Negative Positive 

Negative TN FP 

Positive FN TP 

 

Formula used to calculate Accuracy (6), Sensitivity (7), 

Precision (8) [30] [31][32], and F1-score (5)[33]. 

 

 = Accuracy
TP TN

TP FN TN FP



  
  (6) 

 = Sensitivity
TP

TP FN
  (7) 

 = Precision
TP

TP FP
    (8) 

 

1  = 
2  

F score
precision recall

precision recall


 


   (9) 

 

True Positive (TP) is a class of positive diabetes that is 

predicted correctly. False Positive (FP) is a diabetes negative 

class but is predicted to be diabetes positive. True Negative (TN) 

is a diabetes negative class that is predicted correctly. False 

Negative (FN) is a positive diabetes class but is predicted to be 

diabetes negative. 

III. RESULT AND DISCUSSION 

This research starts from the stages of data collection, data 

pre-processing, classification, and performance testing. The 

data used in this study is diabetes data obtained from Kaggle. 

The pre-processing of this study used the Smote and Smote-

Tomeklink algorithms to deal with class imbalances in diabetes 

data. The classification method of this research is Random 

Forest. The performance test is based on accuracy, sensitivity, 

precision, and F1-score. The results of the comparison of the 

original data with the data from Smote and the results of Smote-

Tomeklink are shown in Figure 4. 

 

 
Fig 4. Data Distribution Result 

 

The classification method of this research is Random Forest. 

Performance testing is based on accuracy, sensitivity, precision, 

and F1-score using a confusion matrix table. Based on testing 

the Random Forest method using 10-fold cross-validation, the 

results obtained in the form of a confusion matrix table as 

shown in Table IV for the Random Forest method on the 

original data, Table V for the results of the Random Forest 



method with Smote, and Table VI for the results of the Random 

Forest method with Smote-Tomeklink. The results of the 

comparison of the performance of the Random Forest method 

as a whole are shown in Figure 5. 

TABLE IV 

RESULT CONFUSSION MATRIX OF RANDOM FOREST 

Actual Predicted 

Negative Positive 

Negative 429 71 

Positive 113 155 

TABLE V 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE 

 

Actual 

Predicted 

Negative Positive 

Negative 390 110 

Positive 71 429 

 

TABLE VI 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE-TOMEKLINK 

Actual Predicted 

Negative Positive 

Negative 385 90 

Positive 56 419 

 

 

 
Fig 5. Result Performance of Classification Method 

 

In Table IV, the Random Forest method succeeded in 

correctly classifying the negative class (TN) as many as 429 

instances and the negative class classified incorrectly (FP) as 

many as 17 instances. While the correctly classified positive 

class (TP) is 155 instances and the incorrectly classified 

positive class is 113 instances. 

In Table V, the Random Forest method with Smote 

succeeded in correctly classifying the negative class (TN) as 

many as 390 instances and the negative class classified 
incorrectly (FP) as many as 110 instances. While the positive 

class that is classified correctly (TP) is 429 instances and the 

positive class that is classified incorrectly is 71 instances.  

In Table VI, the Random Forest method with Smote-

Tomeklink succeeded in correctly classifying the negative class 

(TN) as many as 385 instances and the negative class classified 

incorrectly (FP) as 90 instances. While the positive class that is 

classified correctly (TP) is 419 instances and the positive class 

that is classified incorrectly is 56 instances.  

Based on Figure 4, there was an increase in the performance 

of the Random Forest method with Smote-Tomeklink based on 
accuracy, sensitivity, precision, and F1-score. In the original 

dataset, the Random Forest method has 76% accuracy, 57.8% 

sensitivity, 68.6% precision, and 62.7% F1-score. The Random 

Forest method with Smote has an accuracy of 81.9%, 

sensitivity of 85.8%, precision of 79.6%, and F1-score of 

82.6%. Meanwhile, the use of the Random Forest method with 

Smote-Tomeklink resulted in an accuracy of 86.4%, a 

sensitivity of 88.2%, a precision of 83.3%, and F1-score of 

85.1%. 

Sensitivity has a very important role to improve the accuracy 

and F1-score performance of the Random Forest method with 
Smote-Tomeklink. The Random Forest method with Smote-

Tomeklink gives higher accuracy, sensitivity, precision, and 

F1-score results than smote and without sampling. 

Random Forest method with Smote an increase in 

performance indicators accuracy, sensitivity, precision, and F1-

score. The increase in accuracy scores is 5.9%, Sensitivity is 

28%, precision is 11%, and F1-score is 19.9%. The Random 

Forest method with Smote-Tomeklink showed an increase in 

the indicators of accuracy by 10.4%, Sensitivity by 30.4%, 

precision by 13.7%, and F1-score by 22.4%. Therefore, the use 

of the Smote-tomeklink method can increase accuracy, 
sensitivity, precision, and F1-score in the Random Forest 

method [11][34][35]. The comparison of the proposed method 



is better than previous studies, which can be shown in Table 

VII.  

TABLE VII 

COMPARISON OF THE PROPOSED MODEL PERFORMANCE WITH 

PREVIOUS STUDIES 

No Author 

(Year) 

Dataset Method Accuracy 

1 [16] Pima Indian 
Diabetes 

KNN 83% 

2 [17] Pima Indian 
Diabetes 

Decision Tree 
C.45 

75.65% 

3 [11] Pima Indian 
Diabetes 

SVM + K-
Means Smote 

82% 

4 [21] Pima Indian 
Diabetes 

Logistic 
Regression + 
Smote 

82% 

5 [22] Pima Indian 
Diabetes 

C4.5 Method + 
Smote 

82% 

6 The 

Proposed 

Method 

Pima 

Indian 

Diabetes 

Random 

Forest + 

SMOTE 

Tomek links 

86% 

IV. CONCLUSION 

This study applies the Smote-Tomeklink algorithm to the 

Random Forest method for the classification of diabetes. The 

implementation of Smote-Tomeklink can improve the 

performance of accuracy, sensitivity, precision, and F1-score in 

the Random Forest method. The combination of Random 

Forest and Smote-Tomeklink got the best accuracy, sensitivity, 

and precision compared to Smote and without sampling for the 

classification of diabetes. Where, there was an increase in 

performance indicators of 10.4% accuracy, 30.4% sensitivity, 

13.7% precision, and 22.4 F1-score. Further research can apply 

Smote-Tomeklink to deal with the problem of data imbalance 

in multiclass data. 
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Abstract— Most of the health data contained unbalanced data that affected the performance of the classification method. Unbalanced 

data causes the classification method to more easily classify the majority data and ignore the minority class. One of the health data that 

has unbalanced data is Pima Indian Diabetes. Diabetes is a deadly disease caused by the body's inability to produce enough insulin. 

Complications of diabetes can cause heart attacks and strokes. Early diagnosis of diabetes is needed to minimize the occurrence of more 

severe complications. In the diabetes dataset used, there is an imbalance of data between positive and negative diabetes classes. Diabetes 

negative class data (500 data) is more than diabetes positive class (268) so that it can affect the performance of the classification method. 

Therefore, this study aims to apply the Smote-Tomeklink and Random Forest methods in the classification of diabetes. The research 

methodology used is the collection of diabetes data obtained from Kaggle as many as 768 data with 8 input attributes and 1 output 

attribute as a class, pre-processing data is used to balance the dataset with Smote-Tomeklink, classification using the random forest 

method, and performance evaluation based on accuracy, sensitivity, precision, and F1-score. Based on the tests carried out by dividing 

data using 10-fold cross-validation, the Random forest algorithm with Smote-TomekLink gets the highest accuracy, sensitivity,  

precision, and F1-score compared to Random Forest with Smote. The Random Forest algorithm with Smote-Tomeklink has 86.4% 

accuracy, 88.2% sensitivity, 82.3% precision, and 85.1% F1-score. Thus, using Smote-Tomeklink can improve the performance of the 

random forest method based on accuracy, sensitivity, precision, and F1-score. 
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I. INTRODUCTION 

Most of the Health data contained unbalanced data that 

affected the performance of the classification method. 

Unbalanced data causes the classification method to more 

easily classify the majority data and ignore the minority class.  

One of the health data that has unbalanced data is Pima Indian 

Diabetes. Diabetes is a deadly disease caused by increased 

blood sugar in the body. Diabetes is caused by the body's 

inability to produce enough insulin. Complications of diabetes 

can cause heart attacks and strokes. One way to improve the 

performance of the classification method is to handle balanced 

data by adding minority data so that the number is equal to the  

majority class. The diabetes dataset has 768 instances of data.  

However, the problem is that there is an imbalance of data in 

the dataset, namely the negative diabetes class with 500 data  

(majority class), while the positive diabetes class with 268 data 

(minority class). Data imbalance is the amount of data in one 

class more than in the other class. The problem of data 

imbalance causes the classification method to be more 

dominant in classifying the majority class than the minority 

class, or in other words, the classification method ignores the 

minority class. The problem of unbalanced data can be handled 

with a data sampling approach. 

Several data sampling methods that can be used to solve the 

problem of data imbalance are oversampling [1][2], [3][4],  

undersampling [5][6], and Hybrid Sampling[6],[7]. 

Oversampling works by adding the minority class, while 

Undersampling works by removing the majority class so as to 

produce balanced data. However, both methods have their 

respective weaknesses. The weakness of the oversampling 

method is that there are too many repetitions of samples that  

can cause overfitting of the classification method, while the 

weakness of undersampling is that it will lose information from 

most of the samples in the dataset and cannot take full 

advantage of the available information[9]. 

To avoid overfitting the oversampling method, the Smote 

method was developed to overcome these weaknesses. Smote 

is an oversampling method to generate new synthesis training 

data by linear interpolation on minority classes[10]. However, 
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the Smote method has a weakness, namely overgeneralization,  

and the addition of a minority class randomly can generate 

noise data, because it does not differentiate between classes[11]. 

Therefore, the undersampling method is used to improve the 

performance of the oversampling method by cleaning the noise 

data in the majority class. The noise data is the majority class  

instance which is closest to the minority class instance Usually, 

noise data reduces the level of accuracy for classification 

methods[5]. One method to remove noise data in the majority 

class is Tomeklink[12]. Tomeklink is an  undersampling 

method that cleans noise data from the majority class which has 

similar characteristics and overlapping. However, Tomeklink 

only deletes instances defined as “Tomek Links” so that the 

analyzed data cannot be balanced and in its implementation the 

method is combined with other methods. Combining 

Tomeklink and Smote oversampling can improve accuracy 

better than individual performance[13]. 

Data mining research in Health plays an important role,  

especially in predicting various types of diseases using different 

techniques or methods[14]. Research [15] uses a statistical  

approach to analyze the success rate of students following 

subjects using online or face-to-face learning. The results show 

that online students have significantly higher average grades 

than face-to-face classes. 

Several previous studies have focused on the classification  

of diabetes, namely Research [16] predicts diabetes using the 

k-NN method with an accuracy of 83%. The weakness of the 

research is that it does not address the problem of data 

imbalance. Research [17] classifying diabetes using the C4.5 

method with an accuracy of 75.65%. The weakness of the 

research is that the accuracy obtained is low so that it can be 

improved, and also does not address the problem of data 

imbalance. Research [18] Using XGBoost to predict diabetes 

with 74% accuracy. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. 

Research [19] using the Correlated Naïve Bayes method  

with correlation-based feature selection to predict diabetes with 

an accuracy of 69.51%. The weakness of the research is that the 

accuracy obtained is low so that it can be improved, and also 

does not address the problem of data imbalance. Research [20] 

using the C4.5 method for diabetes detection with an accuracy 

of 68%. 

Research [21] used logistic regression and smote methods to 

detect diabetes with 82% accuracy, 81% precision, 79% recall, 

and 80% F1-score. The weakness of the research is that the 

accuracy is good but can be improved using Tomeklink to clean 

noise data in the majority class. Research [22] using the C4.5 

a gap to improve its accuracy. So, this study proposes the 

Smote-Tomeklink hybrid sampling method to overcome the 

imbalance in diabetes data, so as to improve the accuracy of the 

classification method. 

Smote-Tomeklink is a good way to avoid the drawbacks of 

SMOTE and Tomeklink techniques [9]. The classification 

method used in this research is Random Forest. The Random 

Forest method was chosen because it has several advantages,  

namely high accuracy [25], he ability to handle noise data, fast 

performance in training data, overfitting control, and easy to 

implement [26]. 

This study aims to apply the Smote-Tomeklink hybrid 

sampling method to balance the data on diabetes data so as to 

improve the performance of the Random forest classification 

method. Measurement of the performance of the random forest 

method based on accuracy, sensitivity (recall), precision, and 

F1-score 

 
II. MATERIALS AND METHOD 

This research consists of several stages as shown in Figure 1. 

 

 

 

 

Fig 1. Research Stages 
 

A. Data Collection 

The dataset used in this study is a diabetes dataset obtained 

from Kaggle, which consists of 768 instances and 9 attributes.  

The description of the attributes and the sample data used are 

shown respectively in Table I and Table II. 

TABLE I 

DESCRIPTION ATRIBUT DATASET 
 

 

and Smote methods to predict diabetes with 82% accuracy, 80%   No Atribute Description Label  

precision, and 86% sensitivity. Research [23] used logistic and 

Smote-ENN methods to predict kidney disease with 75.2% 
accuracy, 70.6% recall, 4.9% precision, and 30% F1-score. The 

1 Pregnancies Number of Pregnancy X1 

2 Glucose Glucose level 2 hours after X2 

eating 

weakness of the research is the low accuracy so that it can be 

improved using Tomeklink to clean noise data in the majority 

class. Research [24] SME-XGBoost with Smote-ENN for heart 

3 Blood 
Pressure 

4 Skin 
Thickness 

Blood Pressure X3 
 

Skin Thickness X4 

disease prediction with 80% AUC. 

Several previous studies have applied various approaches to 
5 Insulin Insulin X5 

6 BMI Body Massa Index X6 

improve diabetes classification methods such as the 

oversampling  approach  with  SMOTE.  However,  there  are 
weaknesses in previous studies, namely the accuracy of the 

7 Diabetes 

Pedigree 

Function 

Diabetes Pedigree Function X7 

proposed method still ranges from 82% to 83% so that there is 8 Age Age X8 

Data Collection : 

Pima Indian Diabetes 

Data Preprocessing : 

1. SMOTE 

2. Smote-Tomeklink 

Classification Method : 

Random Forest 

Evaluation Performance : 

Accuracy, Sensitivity, 

Precision, F1-Score 



9 Outcome Diabetes Status ( 1 = Y 

Positive Diabetes, 2 = 

  Negative Diabetes  

 

TABLE III 

SAMPLE DATASET 
 

 

  No X1 X2 X3 X4 X5 X6 X7 X8 Y  

767 1 126 60 0 0 30.1 0.349 47 1 

   768 1 93 70 31 0 30.4 0.315 23 0  

 
 

B. Data Pre-processing 

Data Pre-processing is one of the important stages in data 

mining to improve the quality of datasets. This study focuses 

on dealing with unbalanced data contained in the diabetes 

dataset. The dataset used has 268 instances of negative diabetes 

and 500 instances of Positive Diabetes. The algorithms used to 

handle unbalanced data in the dataset are SMOTE (Synthetic 

Minority Oversampling Technique) and Smote-Tomeklink. 

SMOTE is one of the most commonly used oversampling 

methods to solve the problem of data distribution imbalance in 

machine learning modeling. SMOTE aims to balance the 

distribution of classes by increasing the number of minority 

classes randomly by creating synthetic data for oversampling 

purposes [10]. Creating new data on the minority class using 

the equation (1). 
 

Y '  Y i  (Y j  Y i )* (1) 
 

Y ' is the representation of the addition of the minority class. 

Y i   is the representation of minority class, Y j is a value chosen 

at random from the k-nearest neighbors of the minority class on 

Y i , and   is a value in a randomly selected vector with a range 

of 0 to 1 [2]. 

SMOTE generates new synthesis training data by linear 

interpolation for the minority class. Synthesis training data is  

generated by randomly selecting one or more of the k-nearest 

neighbors for each sample in the minority class as shown in 

Figure 2. 
 

Fig 2. Process of Synthetic Minority Oversampling Technique (SMOTE) Algorithm [27] 
 

Tomeklink is an undersampling method that cleans noise 

data from the majority class that has similar characteristics and 

overlapping[12]. Tomeklink works by eliminating the majority 

class instances that are closer to the minority class by applying 

the nearest neighbor rule to select instances. The combination 

of Tomeklink and Smote oversampling can improve accuracy 

better than individual performance [13]. 

C. Random Forest Method 

Random Forest is a decision tree-based ensemble learning 

method [28]. The Random Forest method has the advantages of 

high accuracy, the ability to handle noise data, fast performance 

in training data, overfitting control, and easy to implement [26]. 

The working process of the Random Forest method in 

classifying a data is shown in Figure 3. 

1 6 148 72 35 0 33.6 0.627 50 1 

2 1 85 66 29 0 26.6 0.351 31 0 

3 8 183 64 0 0 23.3 0.672 32 1 

4 1 89 66 23 94 28.1 0.167 21 0 

5 0 137 40 35 168 43.1 2.288 33 1 

6 5 116 74 0 0 25.6 0.201 30 1 

7 3 78 50 32 88 31 0.248 26 1 

8 10 115 0 0 0 35.3 0.134 29 0 

9 2 197 70 45 543 30.5 0.158 53 1 

10 8 125 96 0 0 0 0.232 54 1 

11 4 110 92 0 0 37.6 0.191 30 0 

12 10 168 74 0 0 38 0.537 34 1 

13 10 139 80 0 0 27.1 1.441 57 0 

14 1 189 60 23 846 30.1 0.398 59 1 

15 5 166 72 19 175 25.8 0.587 51 1 

.. .. … .. .. ... .. ….. .. .. 

754 0 181 88 44 510 43.3 0.222 26 1 

755 8 154 78 32 0 32.4 0.443 45 1 

756 1 128 88 39 110 36.5 1.057 37 1 

757 7 137 90 41 0 32 0.391 39 0 

758 0 123 72 0 0 36.3 0.258 52 1 

759 1 106 76 0 0 37.5 0.197 26 0 

760 6 190 92 0 0 35.5 0.278 66 1 

761 2 88 58 26 16 28.4 0.766 22 0 

762 9 170 74 31 0 44 0.403 43 1 

763 9 89 62 0 0 22.5 0.142 33 0 

764 10 101 76 48 180 32.9 0.171 63 0 

765 2 122 70 27 0 36.8 0.34 27 0 

766 5 121 72 23 112 26.2 0.245 30 0 

 



 
Fig 1. Working Process of Random Forest Method[26] 

 

 
Figure 3 shows how the Random Forest algorithm works by 

creating a set of decision trees from a randomly selected subset, 

getting predictions from each decision tree, voting for each 

predicted outcome, and choosing the best prediction result 

based on the most votes assigned as final prediction 

D. Evaluation Performance 

Performance testing uses a confusion matrix table. The 

confusion matrix is a table that is used to describe the 

performance of the classification method on a dataset whose 

true value is known. The confusion matrix can visualize the 

amount of data that is classified as true and false as shown in 

the Table III[29]. 

TABLE III 
CONFUSSION MATRIX 

 
 

  Predicted  

   Actual Negative Positive  

Negative  TN  FP 

  Positive FN TP  

 
Formula used to calculate Accuracy (6), Sensitivity (7), 

Precision (8) [30] [31][32], and F1-score (5)[33]. 

class but is predicted to be diabetes positive. True Negative (TN) 

is a diabetes negative class that is predicted correctly. False 

Negative (FN) is a positive diabetes class but is predicted to be 

diabetes negative. 

 
III. RESULT AND DISCUSSION 

This research starts from the stages of data collection, data 

pre-processing, classification, and performance testing. The 

data used in this study is diabetes data obtained from Kaggle.  

The pre-processing of this study used the Smote and Smote- 

Tomeklink algorithms to deal with class imbalances in diabetes 

data. The classification method of this research is Random 

Forest. The performance test is based on accuracy, sensitivity,  

precision, and F1-score. The results of the comparison of the 

original data with the data from Smote and the results of Smote- 

Tomeklink are shown in Figure 4. 

 

 
Accuracy = 

 

 
Sensitivity = 

 

 
Precision = 

TP  TN 

TP  FN  TN  FP 

TP 

TP  FN 

TP 

TP  FP 

(6) 

 
(7) 

 

(8) 

 
 
 
 
 
 

 
Fig 4. Data Distribution Result 

 

The classification method of this research is Random Forest. 

Performance testing is based on accuracy, sensitivity, precision, 
2  precision  recall 

F1  score = 
precision  recall 

(9) and F1-score using a confusion matrix table. Based on testing 

the Random Forest method using 10-fold cross-validation, the 

results obtained in the form of a confusion matrix table as 

True Positive (TP) is a class of positive diabetes that is 

predicted correctly. False Positive (FP) is a diabetes negative 

shown in Table IV for the Random Forest method on the 

original data, Table V for the results of the Random Forest 



method with Smote, and Table VI for the results of the Random 

Forest method with Smote-Tomeklink. The results of the 

 
Actual 

   Predicted  

Negative  Positive 

comparison of the performance of the Random Forest method 

as a whole are shown in Figure 5. 

TABLE IV 

RESULT CONFUSSION MATRIX OF RANDOM FOREST 
 

 

Actual Predicted 

Negative Positive 

Negative 429 71 

Positive 113 155 

TABLE V 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE 

Negative 390 110 
Positive 71 429 

 

 

TABLE VI 

RESULT CONFUSSION MATRIX OF RANDOM FOREST AND SMOTE-TOMEKLINK 
 

 

Actual   Predicted  

Negative Positive 

Negative 385 90 

Positive 56 419 
 

 

 
Fig 5. Result Performance of Classification Method 

 

In Table IV, the Random Forest method succeeded in 

correctly classifying the negative class (TN) as many as 429 

instances and the negative class classified incorrectly (FP) as 

many as 17 instances. While the correctly classified positive 

class (TP) is 155 instances and the incorrectly classified 

positive class is 113 instances. 

In Table V, the Random Forest method with Smote 

succeeded in correctly classifying the negative class (TN) as 

many as 390 instances and the negative class classified 

incorrectly (FP) as many as 110 instances. While the positive 

class that is classified correctly (TP) is 429 instances and the 

positive class that is classified incorrectly is 71 instances. 

In Table VI, the Random Forest method with Smote- 

Tomeklink succeeded in correctly classifying the negative class 

(TN) as many as 385 instances and the negative class classified 

incorrectly (FP) as 90 instances. While the positive class that is 

classified correctly (TP) is 419 instances and the positive class 

that is classified incorrectly is 56 instances. 

Based on Figure 4, there was an increase in the performance 

of the Random Forest method with Smote-Tomeklink based on 

accuracy, sensitivity, precision, and F1-score. In the original 

dataset, the Random Forest method has 76% accuracy, 57.8% 

sensitivity, 68.6% precision, and 62.7% F1-score. The Random 

Forest method with Smote has an accuracy of 81.9%, 

sensitivity of 85.8%, precision of 79.6%, and F1-score of 

82.6%. Meanwhile, the use of the Random Forest method with 

Smote-Tomeklink resulted in an accuracy of 86.4%, a 

sensitivity of 88.2%, a precision of 83.3%, and F1-score of 

85.1%. 

Sensitivity has a very important role to improve the accuracy 

and F1-score performance of the Random Forest method with 

Smote-Tomeklink. The Random Forest method with Smote- 

Tomeklink gives higher accuracy, sensitivity, precision, and 

F1-score results than smote and without sampling. 

Random Forest method with Smote an increase in 

performance indicators accuracy, sensitivity, precision, and F1- 

score. The increase in accuracy scores is 5.9%, Sensitivity is  

28%, precision is 11%, and F1-score is 19.9%. The Random 

Forest method with Smote-Tomeklink showed an increase in 

the indicators of accuracy by 10.4%, Sensitivity by 30.4%, 

precision by 13.7%, and F1-score by 22.4%. Therefore, the use 

of the Smote-tomeklink method can increase accuracy, 

sensitivity, precision, and F1-score in the Random Forest 

method [11][34][35]. The comparison of the proposed method 



is better than previous studies, which can be shown in Table 

VII. 

TABLE VII 

COMPARISON OF THE PROPOSED MODEL PERFORMANCE WITH 

PREVIOUS STUDIES 

[9] Z. Wang, C. Wu, K. Zheng, X. Niu, and X. Wang, “SMOTETomek- 

Based Resampling for Personality Recognition,” IEEE Access, vol. 

7, pp. 129678–129689, 2019, doi: 10.1109/ACCESS.2019.2940061. 

[10] N. V Chawla, K. W. Bowyer, and L. O. Hall, “SMOTE : Synthetic 

Minority Over-sampling TEchnique,” Journal of Artificial 

Intelligence Research, vol. 16, pp. 341–378, 2002. 

No Author Dataset Method Accuracy 
[11] H. Hairani, K.  E. Saputro, and  S. Fadli, “K-means-SMOTE for 

handling class imbalance in the classification of diabetes with C4.5, 

  (Year)  

1 [16] Pima Indian KNN 83% 

Diabetes 

SVM, and naive Bayes,” Jurnal Teknologi dan Sistem Komputer, vol. 
8, no. 2, pp. 89–93, 2020, doi: 10.14710/jtsiskom.8.2.2020.89-93. 

[12] I. Tomek, “Tomek Link: Two Modifications of CNN,” IEEE Trans. 

2 [17] Pima Indian Decision Tree 75.65% Systems, Man and Cybernetics, pp. 769–772, 1976, [Online]. 

Available: 
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[13] E. F. Swana, W. Doorsamy, and P. Bokoro, “Tomek Link and 

SMOTE Approaches for Machine Fault Classification with an 
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Forest + 

SMOTE 
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[15] S. Sarač and B. Duraković, “Analysis of student performances in 

  Tomek links  

 
IV. CONCLUSION 

This study applies the Smote-Tomeklink algorithm to the 

Random Forest method for the classification of diabetes. The 

implementation of Smote-Tomeklink can improve the 

performance of accuracy, sensitivity, precision, and F1-score in 

the Random Forest method. The combination of Random 

Forest and Smote-Tomeklink got the best accuracy, sensitivity, 

and precision compared to Smote and without sampling for the 

classification of diabetes. Where, there was an increase in 

performance indicators of 10.4% accuracy, 30.4% sensitivity,  

13.7% precision, and 22.4 F1-score. Further research can apply 

Smote-Tomeklink to deal with the problem of data imbalance 

in multiclass data. 
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