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Abstract— The thesis is a requirement for graduation from 

Bumigora university. The final year student's problem is 

determining the research topic because the undergraduate 

thesis collection of Computer Science is not grouped or classified 

based on student competencies. The purpose of this study was to 

compare the performance of the naïve Bayes method with TF-

IDF weighting and without TF-IDF weighting for the 

classification of thesis topics based on the abstract. The stages of 

this research are data collection, text pre-processing, term 

weighting with TF-IDF and without TF-IDF, Naïve Bayes 

method implementation, and result evaluation. Based on the 

results of the tests that have been done, the naïve Bayes method 

with TF-IDF has an accuracy of 81.74%, a precision of 86.1%, 

and a sensitivity of 80.15%. While the naïve Bayes method 

without TF-IDF weighting produces 88.69% accuracy, 89.76% 

precision, and 90.49% sensitivity. Thus, the naïve Bayes method 

without TF-IDF weighting has better performance than TF-IDF 

weighting for the classification of thesis topics based on the 

abstract. 

Keywords—naïve bayes, TF-IDF weighting, asbtrak 

classification, text mining 

I. INTRODUCTION 

The thesis is one of the graduation requirements for 
undergraduate Computer Science students at Bumigora 
University. Students can start working on their thesis if the 
research topic has been approved through a synopsis exam. So 
far, students have difficulties in determining the proposed 
thesis topic. One of the difficulties is because the existing 
collection of an undergraduate thesis in Computer Science is 
not grouped or classified based on student competencies. 
Automatic thesis grouping or classification of topics is one 
solution that can make it easier for students to find references 
to research titles based on their competence. The 
competencies of students in the S1 Computer Science program 
at Bumigora university are computer networks, multimedia, 
and software engineering (RPL). 

One of the solutions offered by this research is to use the 
concept of text mining. Previous research used various 
methods for text mining-based thesis document analysis such 
as the k-means method [1]–[4], K-Nearest Neighbor [5]–[7], 
Cosine Similiarity [8], [9], Decision Tree and Naïve Bayes 
[10], SVM and Naïve Bayes [11]. Research [10] compared 
Decision Trees, Naïve Bayes, and k-NN methods to predict 
thesis graduation. Based on the results of his research, the k-
NN method has the best accuracy compared to the decision 
tree and naïve Bayes methods at 80.39%. Research [4] used 

the k-means method for grouping thesis titles. Before 
grouping, the first weighting of words is carried out using the 
TF - IDF method. Research [9] uses the cosine similarity 
method for the classification of thesis documents. Before 
grouping, the first weighting of words is carried out using the 
TF - IDF method. 

Based on previous research, there is a difference made 
with this research, namely the research carried out a 
classification of thesis topics based on the abstract using the 
naïve Bayes method and also using the k-fold cross-validation 
test method. The aim is to compare the performance of the 
naïve Bayes method with TF-IDF weighting and without TF-
IDF weighting for the classification of thesis topics based on 
the abstract. The performance used in this study is accuracy, 
precision, and sensitivity. 

II. RESEARCH METHOD 

The stages used in this study are shown in Figure 1. 

Data Collection

Text Pre-Processing

With Term Weighting 

TF-IDF

Without Term 

Weighting  TF-IDF

Naïve Bayes Classification 

Method 

10 Fold Cross Valida tion

Result Evaluation

 

Figure 1. Research Methodology 

A. Data Collection 

The data used in this study are the thesis abstracts of 2020 
graduate computer science undergraduate students obtained 
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from www.repository.universitasbumigora.ac.id. The data 
collected were 115 thesis abstract data, consisting of 36 topics 
of computer networks, 23 multimedia, and 55 software 
engineering (RPL). 

B. Text Pre-Processing 

Text pre-processing used to get quality data. The 
classification was carried out using the naïve Bayes method. 
The text pre-processing technique used in this study consists 
of case folding, tokenization, stop word removal. and 
stemming [12]. Case folding is used to change text to 
lowercase. Tokenization is used to separate text into tokens. 
Stopword removal is used to remove unnecessary words such 
as conjunctions. Stemming is used to change all words that 
have affixes into basic words. 

C. Term Weighting TF-IDF 

The term weighting process is used to give a weight value 
to each word. The term weighting method used in this study is 
the Term Frequency - Inverse Document Frequency (TF-
IDF). The TF-IDF method combines two concepts, namely TF 
and IDF. TF looks for the occurrence value of terms in related 
documents, the more occurrences of terms in the related 
document, the better. Meanwhile, the IDF concept is inversely 
proportional to the TF method, the less frequently the terms 
appear in all documents the better. TF - IDF method is 
calculated using equation (1) [13]. 

    logij ij j ij

j

N
W tf x idf tf x

df

 
= =  

 
 

   (1) 

 ijW is the weight of term j to document i. ijtf is the number 

of occurrences of term j in the document d. N is the number 

of documents, and idf  is the number of occurrences of term j 

throughout the document. 

D. Naïve Bayes Method Classification 

 At this stage, the classification is carried out using the 
naïve Bayes method. The basic concept of the naïve Bayes 
method is a probability-based classification method that 
assumes independence from the dependent variable and is also 
a conditional model based on the Bayes theorem [14][15].  
The Naïve Bayes method used in this study is the multinomial 
Naïve Bayes which is calculated based on equation (2). 

1 2( |   ) ( )  P(t |c)  P(t |c)  P(t |c)nP c term document d P c x x x= (2) 

 ( )P c  is the prior probability of class c.

( |   )P c term document d  is the probability of the appearance 

of a term in document d including class c. ( | )nP t c  is the 

probability of occurrence of term n known to class c.  
 The process of calculating the prior probability for class c 
uses equation (3).  

( ) CN
P c

N
=      (3) 

 cN  is the number of class c in all documents, while N  is 

the total number of documents. The calculation of the 
probability of occurrence of term n is calculated using 
equation (4) involving the laplacian technique.  

( , ) 1
( | )

( ) | |

n

n

count t c
P t c

count c v

+
=

+
    (4) 

( , )ncount t c  is the number of terms nt appearing in the 

training data with class c. ( )count c  is the number of terms in 

the class training data c. weighting is used to give weight to 
the value of each word. is the number of terms in the training 
data. V  is the number of terms in the training data. 

 Data classified by the multinomial naïve Bayes method are 
grouped into training and testing data first. The distribution of 
training and testing data in this study uses the k-fold cross-
validation method by dividing the data as much as the 
specified k. Each fold can be used as training and testing data 
in turn. This research uses 10 fold data validation method. 

E. Result Evaluation 

 At this stage, the results are evaluated based on accuracy, 
precision, and sensitivity using the confusion matrix table 
shown in Table Tabel I. 

TABLE I.  CONFUSION MATRIX 

Actual 
Predicted  

Total 
Jaringan Multimedia RPL 

Jaringan 

True 
Jaringan 

Error Error 
Total 

(Jaringan) 

Multimedia Error 
True 

Multimedia 
Error 

Total 

(Multimedia) 

RPL Error Error 
True 

RPL 

Total 

(RPL) 

 
Predicted 
(Jaringan) 

Predicted 
(Multimedia) 

Predicted 
(RPL) 

 

 

 Evaluation of results based on accuracy, precision, and 
sensitivity using equations (5), (6), and (7).  

True Jaringan+True Multimedia+True RPL
Accuracy=

Total (Jaringan)+Total (Multimedia)+Total (RPL)

 (5) 

(Jaringan)

True Jaringan
Precision =

Prediksi (Jaringan)
   (6) 

(Jaringan)

True Jaringan
Sensitivity  =

Total (Jaringan)
   (7) 

III. RESULT AND DISCUSSION 

A. Data Collection 

The data used in this study are the thesis abstracts of 2020 
graduate computer science undergraduate students obtained 
from www.repository.universitasbumigora.ac.id. The data 
collected were 115 thesis abstract data, consisting of 36 topics 
of computer networks, 23 multimedia, and 55 software 
engineering (RPL). The sample abstract data of this research 
thesis is shown in Table II. 

TABLE II.  THESIS ABSTRACT DATASET 

No Abstract Topic 

1.  

Perkembangan teknologi informasi sangat cepat 

seperti Internet of Things (IoT), dimana 
seseorang dapat melakukan segala aktivitasnya 

dengan mudah dengan mengandalkan sistem 

Internet of Things (IoT). Seiring dengan 
perkembangan zaman maka semakin canggih 

teknologi yang dihasilkan baik digunakan 

sebagai hal yang positif maupun melakukan hal 
yang negatif, tak terkecuali pada system 

peternakan sehingga perlu mengembangkan 

teknologi untuk manajemen pakan 
ternakkhususnya hewan ternak ayam 

Jaringan 
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No Abstract Topic 

broiler.Pengembangkan sistem menggunakan 
sistem Internet of Things dan sistem penjadwalan 

otomasi dimana sistem Internet of Things (IoT) 

adalah sistem yang berfungsi melakukan 
kontroller pada alat alat elektronik. Metodelogi 

penelitian yang digunakan adalah Network 

Development Life Cycle (NDLC), terdiri dari; 
analisis, desain, prototype dan ujicoba. Pada 

tahap analisis memuat tentang pengumpulan 

data, tahap desain memuat rancangan sistem 
pemberian pakan ternak, prototyping memuat 

instalasi konfigurasi dan membangun kerangka 

sistem pakan ternak. Ujicoba memuat tentang 
pengujian sistem pemberian pakan ternak secara 

otomatis atau terjadwal. Kesimpulan dari 

penelitian ini adalah menginplementasi Sever 
VPS dengan sistem nodemcu dalam pemberian 

pakan ternak berbasis Internet of Things (IoT) 

untuk efisiensi dalam pemberian pakan ternak 
ayam. 

2. 

Pemanfaatan teknologi Augmented Reality (AR) 

sebagai media pembelajaran tentang sendi gerak 
tubuh manusia bertujuan sebagai alat bantu 

dalam proses belajar dan mengajar alternatif 

antara guru dan siswa dengan cara 
memvisualisasikan objek 3D secara realtime. 

Aplikasi Visualisasi sendi gerak tubuh manusia 

menggunakan teknologi Augmented Reality 
berbasis mobile dengan mengacu pada materi 

dalam buku IPA SMA sederajat kelas XI 

Semester kurikulum 2013 revisi tahun 2016. 
Metodologi yang digunakan dalam 

pengembangan aplikasi ini adalah metode 

pengembangan Luther Sutopo. Dimana metode 
ini terdiri dari 6 (Enam) tahap yaitu concept, 

design, material collecting, assembly, testing, 

dan distribution. Hasil atau keluaran dari aplikasi 
yang penulis bangun ini adalah sebuah aplikasi 

android dengan memanfaatkan teknologi 

Augmented Reality untuk memperlihatkan 
bentuk dari proses pergerakan sendi pada tulang 

manusia secara realtime. Kesimpulan dari 

penelitian ini adalah secara keseluruhan respon 
dari end user terhadap aplikasi ini sudah cukup 

baik. dimana diketahui dari responden yang 

menyatakan Sangat Setuju (SS) = 40%, yang 
menyatakan Setuju (S) = 57% yang meyatakan 

Netral (N) = 2% dan yang menyatakan tidak 

setuju (ST) = 0,6% Berdasarkan hasil tersebut 
menunjukkan bahwa aplikasi dapat digunakan 

sebagai media pembelajaran dalam memahami 

materi sendi gerak tubuh manusia 

Multimedia 
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Saat ini penyakit Telinga Hidung dan 
Tenggorokan (THT) telah menjadi suatu 

penyakit yang cukup banyak diderita oleh 

masyarakat dunia. Di Indonesia, penderita 
penyakit THT berjumlah sekitar 190-230 per 

1000 penduduk. Aplikasi ini menggunakan 

metode Forward Chaining dan Certainty Factor. 
Jenis penyakit yang diteliti pada penelitian ini 

adalah Ortitis Media Serosa, Polip Hidung, 

Faringtis Akut, Abses Retrofaring, dan 
Karsinoma Nafosaring. Tujuan pembuatan 

sistem pakar ini adalah untuk memudahkan 

pasien untuk mengetahui penyakit apa yang 
dideritanya, serta memudahkan tenaga medis 

dalam menangani pasien THT. Tahapan 

pengembangan sistem pakar pada penelitian ini 
terdiri dari identifikasi masalah untuk analisis 

domain permasalahan dan analisis kebutuhan 

fungsional, akuisisi pengetahuan digunakan 
untuk mendapatkan nilai MB dan MD tiap-tiap 

gejala pada penyakit THT dengan metode 

wawancara, perancangan digunakan untuk 

RPL 

No Abstract Topic 

merancang representasi pengetahuan seperti 
tabel keputusan dan mesin inferensi. Dengan 

adanya sistem pakar diagnosis penyakit THT 

dapat mempermudah dokter mengambil 
keputusan, atau diagnosa yang tepat terhadap 

suatu gejala – gejala yang timbul pada penyakit 

THT, sehingga diperoleh pengobatan yang tepat 
dan minimalisir terjadinya kesalahan diagnosa 

B. Text Pre-Processing 

 Text pre-processing used to get quality data. The 
classification was carried out using the naïve Bayes method. 
The text pre-processing technique used in this study consists 
of case folding, tokenization, stop word removal. and 
stemming. The examples of text pre-processing stages are 
shown in Table III. 

TABLE III.  EXAMPLE OF TEXT PREPROCESSING 

Pre-

processing 

Result 

Data 
Original 

Tujuan pembuatan sistem pakar diagnosis jenis 

penyakit THT adalah memudahkan masyarakat 
umum untuk mengetahui  jenis penyakit THT diderita 

tanpa perlu datang ke dokter spesialis THT 

Case Folding 

tujuan pembuatan sistem pakar diagnosis jenis 
penyakit tht adalah memudahkan masyarakat umum 

untuk mengetahui  jenis penyakit tht diderita tanpa 

perlu datang ke dokter spesialis tht 

Tokenization 

[‘tujuan’, ‘pembuatan’, ‘sistem’, ‘pakar’, ‘diagnosis’,  

‘jenis’ ‘penyakit’, ‘tht’, ‘adalah’, ‘memudahkan’, 

‘masyarakat’, ‘umum’, ‘untuk’, ‘mengetahui’,  
‘jenis’, ‘penyakit’, ‘tht’, ‘diderita’, ‘tanpa’, ‘perlu’, 

‘datang’, ‘ke’, ‘dokter’, ‘spesialis’, ‘tht’] 

stop word 

removal 

[‘sistem’, ‘pakar’, ‘diagnosis’,  ‘jenis’ ‘penyakit’, 

‘tht’, ‘masyarakat’,  ‘mengetahui’,  ‘jenis’, ‘penyakit’, 
‘tht’, ‘diderita’, ‘dokter’, ‘spesialis’, ‘tht’] 

stemming 

[‘sistem’, ‘pakar’, ‘diagnosis’,  ‘jenis’ ‘sakit’, ‘tht’, 

‘masyarakat’,‘tahu’,  ‘jenis’, ‘sakit’, ‘tht’, ‘derita’,  

‘dokter’, ‘spesialis’, ‘tht’] 

C. Term Weighting TF-IDF 

 The term weighting process is used to give weight to the 
value of each word. The term or word weighting method used 
in this study is TF-IDF. The example of the TF-IDF 
calculation process using the documents in Tabel III, the 
stemming section, is shown in Table IV. 

TABLE IV.  RESULT OF WEIGHTING TERM TF-IDF 

Term 

tf  

D 

 

D/df 

 

log (IDF)+1 

W= tf * (IDF+1) 

D1 D1 

datang 1 1 1 1 1 

derita 1 1 1 1 1 

diagnosis 1 1 1 1 1 

dokter 1 1 1 1 1 

jenis 2 1 1 1 2 

masyarakat 1 1 1 1 1 

pakar 1 1 1 1 1 

sakit 2 1 1 1 2 

sistem 1 1 1 1 1 

spesialis 1 1 1 1 1 



tht 3 1 1 1 3 

 

D. Naïve Bayes Method Classification 

 At this stage, the classification is carried out using the 
naïve Bayes multinomial method by comparing the 
performance using TF-IDF weighting and without TF-IDF 
weighting using equation (2). 

E. Result Evaluation 

 At this stage, results are evaluated based on accuracy, 
precision, and sensitivity using the confusion matrix table 
shown in Table V, VI, and VII. 

TABLE V.  CONFUSION MATRIX OF MULTINOMIAL NAÏVE BAYES 

WITH TF - IDF 

Actual 
Predicted  

Sensitivity 
Jaringan Multimedia RPL 

Jaringan 31 0 6 83.78% 

Multimedia 0 18 9 66.67% 

RPL 4 1 45 90% 

Precision 88.57% 94.74% 75%  

 

TABLE VI.  CONFUSION MATRIX OF MULTINOMIAL NAÏVE BAYES 

WITHOUT TF - IDF 

Actual 
Predicted  

Sensitivity 
Jaringan Multimedia RPL 

Jaringan 33 0 4 89.19% 

Multimedia 0 26 1 96.29% 

RPL 5 2 43 86% 

Precision 86.84% 92.86% 89.58%  

 

TABLE VII.  PERFORMANCE RESULT OF  MULTINOMIAL NAÏVE BAYES 

METHOD 

Performance With TF - IDF Without TF - IDF 

Accuracy 81.74% 88.69% 

Precision 86.1% 89.76% 

Sensitivity 80.15% 90.49% 

 

Based on the results of the tests shown in Table VII, the 
naïve Bayes method with TF-IDF has an accuracy of 81.74%, 
a precision of 86.1%, and a sensitivity of 80.15%. While the 
naïve Bayes method without TF-IDF weighting produces 
88.69% accuracy, 89.76% precision, and 90.49% sensitivity. 
Thus, the naïve Bayes method without TF-IDF weighting has 
better performance than TF-IDF weighting for the 
classification of thesis topics based on the abstract. 

IV. CONCLUSION 

Based on the results of the tests that have been done, the 

naïve Bayes method with TF-IDF has an accuracy of 81.74%, 

a precision of 86.1%, and a sensitivity of 80.15%. While the 

naïve Bayes method without TF-IDF weighting produces 

88.69% accuracy, 89.76% precision, and 90.49% 

sensitivity. Thus, the naïve Bayes method without TF-IDF 

weighting has better performance than TF-IDF weighting for 

the classification of thesis topics based on the abstract. The 

suggestions for further research can use feature selection 

methods such as chi-square to improve the performance of 

the naïve Bayes method. 
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blur does not show anything…. Please recheck.
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