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The 2nd International Conference on Computer Science and Computational Intelligence 2017, 
ICCSCI 2017, 13-14 October 2017, Bali, Indonesia 

 

Preface 
Widodo Budiharto, Lili Ayu Wulandhari 

Bina Nusantara University, Indonesia 
 

The 2nd International Conference on Computer Science and Computational Intelligence (ICCSCI 

2017) is biennial forum for researchers, engineers and scientist to disseminate their knowledge 

and research on Computer Science, Computational Intelligence and Information Technology. The 

conference warmly welcomes prospected authors to submit their research and idea to ICCSCI 

2017, and share the valuable experiences with the scientist and scholars around the world.  

ICCSCI 2017 received 126 manuscripts from nine countries, namely Indonesia, Malaysia, 

Thailand, Saudi Arabia, Iran, China, Korea, Mexico and Finland. After careful review process of 

126 manuscripts, 77 manuscripts were accepted or approximately 61.1% rate of acceptance. This 

manuscripts are divided into five tracks; Intelligent Systems, Machine Vision, Information 

System, Computational Linguistic, Computing, Software Engineering, Security and Network. 

We would like to appreciate all participants, keynote speakers, reviewers and committee for the 

contributions to the conference program and proceeding. We would like to express our gratitude 

to the reviewers for the valuable review and suggestion, so that we can maintain the quality of this 

proceeding very well. This conference is held in success collaboration between Program 

committee and Technical committee. We would like to thank Elsevier for supporting publication 

of this conference proceeding. 

We are looking forward for the next event in computer science and computational intelligence in 

the future. 
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Program Schedule 
The 2nd International Conference on Computer Science and Computational Intelligence 2017, 

ICCSCI 2017 
13-14 October 2017, Bali Dynasty Resort, Bali, Indonesia 

Day 1 Friday, 13 October, 2017 
Time Activity Room 

08.00 - 09.00 Registration and coffee break  

09.00 - 10.30 
 

Opening Ceremony:  
1. Speech from General Chair of ICCSCI 2017:  

Lili Ayu Wulandhari, Ph.D. 
2. Speech from Guest Editor of ICCSCI 2017 

Prof. Dr. Widodo Budiharto 
3. Speech from Dean of School of Computer Science, 

Bina Nusantara University:  
Fredy Purnomo, S.Kom., M.Kom. 

4. Photo Session 

Kertagosa 

10.30 - 12.00 

Keynote speaker 1: 
Prof. Patrick Hénaff 
Biological inspired control for rhythmic movement of  
humanoid robots. 

Kertagosa 

12.00 - 13.30 Lunch and Jumaat Prayer Restaurant 

13.30 - 15.00 

Keynote speaker 2: 
Dr. Surya Sumpeno  
Biomedical Engineering Research in the Social Network 
Analysis Era: 
Stance Classification for Analysis of Hoax Medical News in 
Social Media 

Kertagosa 

15.00 - 15.30 Coffee Break  

15.30 - 17.00 Parallel Session 1 Kertagosa, Nusa 
Penida 1,2,3  

Day 2 Saturday, 14 October, 2017 
Time Activity Room 

08.00 - 08.30 Registration and coffee break   

08.30 - 10.30 Parallel Session 2 Kertagosa, Nusa 
Penida 1,2,3 

10.30 - 12.00 Parallel Session 3 Kertagosa, Nusa 
Penida 1,2,3 

12.00 - 13.00 Lunch   

13.00 - 15.00 Parallel Session 4 Kertagosa, Nusa 
Penida 1,2,3 

15.00 - 15.30 Coffee Break   

15.30 - 17.00 Parallel Session 5 Kertagosa, Nusa 
Penida 1,2,3 

18.00-20.00 
Dinner 
Announcement of Best Paper Award  
Announcement of Best Presenter Awards 

Hotel Restaurant 
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Parallel Session Schedule 

 

 

 

Day 1 13 October, 2017 
Parallel Session 1   
Room Nusa Penida 1  
Time 15.30 - 17.00  
Chairman Prof. Widodo Budiharto  

ID Author Title 

171 Mohamed Othman 
Performance Modeling of x-Folded TM 
Architecture in the Presence of Transpose 
Traffic 

247 Zahedi 

Stepwise Optimization for Model of Integrated 
Batch Production and Maintenance Scheduling 
for Single Item Processed on Flow Shop with 
Two Machines in JIT Environment 

139 Aisha Gemala Jondya Indonesian’s Traditional Music Clustering Based 
on Audio Features 

131 Edo Barfian Twitter Pornography Multilingual Content 
Identification Based on Machine Learning 

 

  

Day 1 13 October, 2017 
Parallel Session 1   
Room Kertagosa  
Time 15.30 - 17.00  
Chairman Prof. Patrick Hénaff  

ID Author Title 

277 Hanry Ham 
Unsupervised Hand Detection in Class Room 
Using Combination of Skin Detection and 
Hough Transform 

242 Lorenzo M. Elguea An efficient method to compare latencies in 
order to obtain the best route for SDN 

214 Leo Andika Towards A Design for An Extendable Reporting 
Interface 

263 Masita @ Masila Abdul Jalil Knowledge Representation Model for Crime 
Analysis 

227 Henry Chong 
SeCBD: The Application Idea from Study 
Evaluation of Ransomware Attack Method in Big 
Data Architecture 
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Day 1 13 October, 2017 
Parallel Session 1   
Room Nusa Penida 2  
Time 15.30 - 17.00  
Chairman Prof. Ir. Mauridhi  

ID Author Title 

120 Fatihah Mohd A Comparative Study to Evaluate Filtering 
Methods for Crime Data Feature Selection 

138 Bambang Krismono Triwijoyo The Classification of Hypertensive Retinopathy 
using Convolutional Neural Network 

137 Muhammad Saleem Interest Indicators in Structured Scientific 
Articles 

255 Miyoung Shin Sleep stage classification based on noise-
reduced fractal property of heart rate variability 

 

 

Day 1 13 October, 2017 
Parallel Session 1   
Room Nusa Penida 3  
Time 15.30 - 17.00  
Chairman Prof. Bahtiar S. Abbas  

ID Author Title 

225 Jeklin Harefa 
Comparison between Neural Network and 
Support Vector Machine in Optical Character 
Recognition 

235 Joseph Tarigan Plate Recognition Using Backpropagation 
Neural Network and Genetic Algorithm 

278 Diah Anggraeni Pitaloka Enhancing CNN with Preprocessing Stage in 
Automatic Emotion Recognition 

297 Alexander A S Gunawan Fast and Optimal Visual Tracking based on 
Spectral Method 
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Day 2 14 October, 2017 
Parallel Session 2   
Room Nusa Penida 1  
Time 08.30 - 10.30  
Chairman Prof. Bahtiar  S. Abbas  

ID Author Title 

113 Alexander A S Gunawan Implementation of Blind Speech Separation for 
Intelligent Humanoid Robot using DUET Method 

250 Miyoung Shin 

Correlation Analysis between 
Electrocardiography (ECG) and 
Photoplethysmogram (PPG) Data for Driver's 
Drowsiness Detection Using Noise 
Replacement Method 

258 Aryo Pradipta Gema 

It Takes Two To Tango: Modification of 
Siamese Long Short Term Memory Network 
with Attention Mechanism in Recognizing 
Argumentative Relations in Persuasive Essay 

283 Intan Nurma Yulita 
Bi-directional Long Short-Term Memory using 
Quantized data of Deep Belief Networks for 
Sleep Stage Classification 

207 Widodo Budiharto Help The Math Town: Adaptive Multiplayer 
Math-Science Games using Fuzzy Logic 

 

  

Day 2 14 October, 2017 
Parallel Session 2   
Room Kertagosa  
Time 08.30 - 10.30  
Chairman Prof. Patrick Hénaff  

ID Author Title 

287 Mohamed Othman Efficient Topology Discovery in Software 
Defined Networks:Revisited 

311 YanFi A Gamification Interactive Typing for Primary 
School Visually Impaired Children in Indonesia 

152 Ida Bagus Kerthyayana Manuaba Text-Based Games as Potential Media for 
Improving Reading Behaviour in Indonesia 

260 Harris Kristanto Husien Towards a Severity and Activity based 
Assessment of Code Smells 

274 Dwitika Diah Pangestuti 
Analysis and Implementation of User Interface 
of Smart Drive System Using Goal-Directed 
Design Method 
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Day 2 14 October, 2017 
Parallel Session 2   
Room Nusa Penida 2  
Time 08.30 - 10.30  
Chairman Prof. Ir. Mauridhi  

ID Author Title 

11 Derwin Suhartono Automatic Debate Text Summarization in Online 
Debate Forum 

300 Irene Anindaputri Iswanto Visual Object Tracking Based on Mean-shift and 
Particle-Kalman Filter 

155 Margaretha Ohyver 
Logistic Regression and Growth Charts to 
Determine Children Nutritional and Stunting 
Status: A Review 

188 Hendy Reginald Cuaca Dharma 
Basic Japanese Grammar and Conversation e-
learning through Skype and Zoom Online 
Application 

253 Felix Martinez-Rios 
A new hybridized algorithm based on 
Population-Based Simulated Annealing with an 
experimental study of phase transition in 3-SAT 

 

 

Day 2 14 October, 2017 
Paralel Session 2   
Room Nusa Penida 3  
Time 08.30 - 10.30  
Chairman Fredy Purnomo, S.Kom., M.Kom  

ID Author Title 

134 Husni Thamrin 
A Rule Based SWOT Analysis Application: A 
Case Study for Indonesian Higher Education 
Institution 

168 Haryani Haron A Conceptual Model Participatory Engagement 
Within E-learning Community 

187 S. Rohajawati Knowledge Transfer: A Conceptual Model and 
Facilitating Feature in Start-up Business 

239 Ramadiani User Satisfaction Model for e-Learning Using 
Smartphone 

275 Junita Juwita Siregar 

Analysis of Affecting Factors Technology 
Acceptance Model in The Application Of 
Knowledge Management for Small Medium 
Enterprises in Industry Creative 
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Day 2 14 October, 2017 
Parallel Session 3   
Room Kertagosa  
Time 10.30 - 12.00  
Chairman Prof. Mohamed Othman  

ID Author Title 

261 Fredy Purnomo Simulation Game as a Reference to Smart City 
Management 

150 Andry Chowanda Location-based game to enhance player’s 
experience in survival horror game 

34 Agus Prahono 
Evaluating the Implementation of Public 
Information Disclosure on the Official Website of 
Indonesian Ministries 

112 Fidelson Tanzil The Influence of Game "Nutrients Hero" For 
Healthy Diet 

 

 

Day 2 14 October, 2017 
Parallel Session 3   
Room Nusa Penida 1  
Time 10.30 - 12.00  
Chairman Prof. Felix Martinez-Rios  

ID Author Title 

193 Ngarap Im Manik Proof Of Normal Subgroups and Factor Groups 
Based on Java Programming Language 

294 Dewi Suryani Mobile Smart Travelling Application For 
Indonesia Tourism 

304 Widodo Budiharto Mango Fruit Sortation System using Neural 
Network and Computer Vision 

307 Lili A Wulandhari Machine Learning and SIFT Approach for 
Indonesian Food Image Recognition 
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Day 2 14 October, 2017 
Parallel Session 3   
Room Nusa Penida 2 / 702 Kampus Anggrek BINUS 
Time 10.30 - 12.00  
Chairman Dr. Suharjito  

ID Author Title 

15 Rita Layona Authoring Tool for Interactive Video Content for 
Learning Programming 

25 Benfano Soewito WAN Optimization to Speed up Data Transfer 

36 Yulyani Arifin 
Design and Development Game Chinese 
Language Learning with Gamification and Using 
Mnemonic Method 

114 Bayu Kanigoro Android Based Indonesian Information Culture 
Education Game 

153 Budi Yulianto Harmonik = ++(Web IDE) 

 

 

Day 2 14 October, 2017 
Parallel Session 3   
Room Nusa Penida 3 / 704 Kampus Anggrek BINUS 
Time 10.30 - 12.00  
Chairman Dr. Faisal  

ID Author Title 

309 Edy Irwansyah 
Offline Signature Recognition and Verification 
System using Efficient Fuzzy Kohonen 
Clustering Network (EFKCN) Algorithm 

219 Ferdinand A. Luwinda 
“TripBuddy” Travel Planner with 
Recommendation based on User‘s Browsing 
Behaviour 

12 Novita Hanafiah Text Normalization Algorithm on Twitter in 
Complaint Category 

132 Rini Wongso News Article Text Classification in Indonesian 
Language 
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Day 2 14 October, 2017 
Parallel Session 4   
Room Kertagosa  
Time 13.00 - 15.00  
Chairman Lili Ayu Wulandhari, Ph.D.  

ID Author Title 

243 Rojali 
Improvement of Advanced Encryption Standard 
Algorithm with Shift Row and S.Box Modification 
Mapping In Mix Column 

310 Meiliana 
Automated Test Case Generation from UML 
Activity Diagram and Sequence Diagram using 
Depth First Search Algorithm 

262 Rhio Sutoyo Overcome Acrophobia with the Help of Virtual 
Reality and Kinect Technology 

315 Sonya Rapinta Manalu Development of Review Rating and Reporting in 
Open Journal System 

 

 

Day 2 14 October, 2017 
Parallel Session 3   
Room Nusa Penida 1  
Time 13.00 - 15.00  
Chairman Dr. Alexander Agung   

ID Author Title 

305 Derwin Suhartono Personality Prediction System from Facebook 
Users 

298 Andry Chowandaa Recurrent Neural Network to Deep Learn 
Conversation in Indonesian 

296 Widodo Budiharto 
EduRobot: Intelligent Humanoid Robot with 
Natural Interaction for Education and 
Entertainment 

220 Aswin Wibisurya Distributed Steganography Using Five Pixel Pair 
Differencing and Modulus Function 
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Day 2 14 October, 2017 
Parallel Session 4   
Room Nusa Penida 2 / 702 Kampus Anggrek BINUS 
Time 13.00 - 15.00  
Chairman Dr. Williem  

ID Author Title 

149 Faisal 
An Algorithm to Find Square Root of Quadratic 
Residues over Finite Fields using Primitive 
Elements 

119 Zulfany Erlisa Rasjid 
Performance Comparison and Optimization of 
Text Document Classification using k-NN and 
Naïve Bayes Classification Techniques 

147 Ro’fah Nur Rachmawati Hierarchical Linear Mixed Model for Poverty 
Analysis in Indonesia 

62 Karto Iskandar 
Current Issue on Knowledge Management 
System for future research: a Systematic 
Literature Review 

221 Afan Galih Salman 
Development of Affordable and Powerful Swarm 
Mobile Robot Based on Smartphone Android 
and IOIO board 

 

 

Day 2 14 October, 2017 
Paralel Session 4   
Room Nusa Penida 3 / 704 Kampus Anggrek BINUS  
Time 13.00 - 15.00  
Chairman Dr. Benfano  

ID Author Title 

14 Suharjito Mobile Expert System Using Fuzzy Tsukamoto 
for Diagnosing Cattle Disease 

148 Khairil Anwar Notodiputro Group LASSO for Rainfall Data Modeling in 
Indramayu District, West Java, Indonesia 

192 Khairil Anwar Notodiputro 
Linear Mixed Model for Analyzing Longitudinal 
Data:A Simulation Study of Children Growth 
Differences 

256 Suharjito 
Sign Language Recognition Application 
Systems for Deaf-Mute People: A Review 
Based on Input-Process- Output 

241 Zulfany Erlisa Rasjid A review of collisions in cryptographic hash 
function used in digital forensic tools 
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Abstract 

Changes in the retina of the eyes may occur due to high blood pressure, hypertensive retinopathy (HR) is a type of eye disease in 
which there is a change of the blood vessels of the eyes in the eye retina caused by arterial hypertension. HR signs occur because 
of narrowing of the arteries in the retina, bleeding in the retina of the eye and cotton wool spots. The diagnosis is conventionally 
performed by an ophthalmologist by performing fundus image analysis to determine the phases of HR disease symptoms. This 
paper proposes an early detection system of hypertensive retinopathy disease. We propose to use Fundus image as a Convolutional 
Neural Network (CNN) input to determine whether there are any HR symptoms or not. The proposed system is tested by DRIVE 
image dataset and base on experiment, the accuracy of proposed method is 98.6%, where the more the number of iterations the 
higher the accuracy level of the training 
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1. Introduction 

The majority of heart attack patients occur because of the absence of signs of known high blood pressure. 
Hypertension retinopathy (HR) is a sign of high blood pressure. The main signs of HR include the narrowing of arteries 
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in the retina of the eye, the occurrence of bleeding in the retina of the eye and cotton wool spots. Figure 1 shows retinal 
image of the eyes without HR and retinal image of the eyes that have signs of HR disease. Therefore, it is important 
to know accurately the early signs of HR symptoms for preventive and treatment measures. In general, the usual action 
is to perform a fundus image analysis by the doctor whether there is a sign of HR disease, this action is done because 
the retina of the eye is an object that can be used by doctors to conduct examination of the blood vessels of the retina 
of the eye directly without surgery. 

 

 

Fig. 1. Fundus images a) Normal, b) Symptoms of hypertensive retinopathy 1. 

The majority of heart attacks occur in people with unknown or detectable high blood pressure. HR is one indication 
in patients with high blood pressure that can cause acute damage to the patient's vision. Stroke attacks occur as a result 
of HR which is a symptom of hypertension that is not detected early. Stroke risk assessment can be performed by 
analyzing the patient's retinal image to determine the early signs of HR symptoms 2. Early diagnosis of HR symptoms 
is very important as a precaution and treatment of stroke patients more accurately. 

A computer-based system is needed to facilitate ophthalmologists detect retinal diseases, diagnosis and treatment 
more accurately. This paper proposed a model to classify whether a patient is exposed to HR symptoms or not as an 
initial measure to anticipate the risk of stroke and heart attack using Convolutional Neural Network (CNN). 

2. Related work 

There have been many previous studies to recognize HR symptoms through retinal photos of the eyes, each of the 
researchers using a variety of techniques and methods to perform HR symptom detection automatically. 3 Detects HR 
using vascular segmentation methods on the retina of the eye using Radon transformation, as well as optical disk 
detection using Hough transformation, then calculates the ratio of arterial vein and Vein from the retina of the eye 
(AVR), 3 use test data from Digital Retinal Images for Vessel Extraction (DRIVE) database with an accuracy of 92%. 
Other HR detection systems are also proposed by 4 they segmented vessel using Gabor wavelet, gradients, 
morphological operations and Niblack and measuring the vessel caliber as classification feature with an accuracy of 
92%. Methods of HR symptom detection are also proposed by 5 to estimate the vessel width using skeleton method, 
this system was tested in DRIVE with an accuracy of 93.7% and also tested in Structured Analysis of the Retina 
(STARE) database with an accuracy of 93.1%.  

Researchers 6 proposed HR disease detection methods with ship segmentation techniques on retinas in gray scale, 
and uses support vector machines (SVM) for classification. Information from the intensity and color of retinal imagery 
is used for classification as arterial and venous blood vessels then performs the ratio of the width of vessels and arterial 
and venous blood vessels. The system has been tested on VICAVR database with 93% accuracy rate. 7 Propose a 
method of HR classification by measuring the ratio of arteries and veins (AVR) automatically. Vein segmentation and 
feature extraction based on color intensity are used for classification such as arteries and veins using SVM and 
discriminant analysis. The proposed algorithm has been tested on a DRIVE database with 96% accuracy. An HR 
disease detection method is automatically proposed by 8 they were classified the segmented image into arteries and 
veins by using the linear discriminant analysis with an accuracy of 88.2%, while the HR disease classification method 
using artificial neural networks has been proposed by 9, which uses a combination of Neural network and Decision 
Tree (DT) to determine the area of the vein or arterial in the retina and using the naïve Bayes method and Support 

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2017.10.066&domain=pdf
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image of the eyes without HR and retinal image of the eyes that have signs of HR disease. Therefore, it is important 
to know accurately the early signs of HR symptoms for preventive and treatment measures. In general, the usual action 
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Fig. 1. Fundus images a) Normal, b) Symptoms of hypertensive retinopathy 1. 

The majority of heart attacks occur in people with unknown or detectable high blood pressure. HR is one indication 
in patients with high blood pressure that can cause acute damage to the patient's vision. Stroke attacks occur as a result 
of HR which is a symptom of hypertension that is not detected early. Stroke risk assessment can be performed by 
analyzing the patient's retinal image to determine the early signs of HR symptoms 2. Early diagnosis of HR symptoms 
is very important as a precaution and treatment of stroke patients more accurately. 
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and venous blood vessels. The system has been tested on VICAVR database with 93% accuracy rate. 7 Propose a 
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veins by using the linear discriminant analysis with an accuracy of 88.2%, while the HR disease classification method 
using artificial neural networks has been proposed by 9, which uses a combination of Neural network and Decision 
Tree (DT) to determine the area of the vein or arterial in the retina and using the naïve Bayes method and Support 



168	 Bambang Krismono Triwijoyo  et al. / Procedia Computer Science 116 (2017) 166–173 B.K. Triwijoyo, W. Budiharto/ Procedia Computer Science 00 (2017) 000–000  3 

Vector Machine (SVM) for HR classification with an accuracy using ANN is 76%, using Naive Bayes is 75%, using 
Decision Tree is 68% and using Support Vector machines is 81%. Several previous research studies that we have done 
make reference in this study and for further research. 

From a number of previous studies using the Artificial Neural Network method for medical image classification, 
only a few researchers have used the Deep Learning approach for HR disease classification, Such as 10 to detection of 
diabetic retinopathy. They use a Stacked Sparse Auto Encoder (SSAE) to extract the high level feature directly from 
raw images by Deep Learning strategy with an accuracy of 96.2% , so this is still open area of research to continue.  

3. Theoretical Background 

3.1. Convolutional Neural Network (CNN) 

One of the Deep Learning architecture models is the Convolutional Neural Network (CNN) which is the 
development of the Multilayer Neural Network model designed to be able to process two-dimensional data. CNN is 
one type of Deep Neural Network (DNN) with a high layer depth on the network and is most widely used for image 
or video data Multilayer Perceptron (MLP) is less suitable for image classification, because it cannot store spatial 
information from images. MLP reads each pixel as an independent feature and therefore the result is not good. CNN 
is a good alternative to image classification. CNN was originally developed by 11 under the name Neo-Cognitron. The 
CNN model is perfected by 12 under the name LeNet which was developed by LeCun to recognize numerical and 
handwritten images MLP has a similar way of working with CNN, but on CNN neurons are arranged in two-
dimensional format whereas neurons in MLP are in one-dimensional format which is neuro-biologically motivated by 
sensitive nerve findings and local selective orientation cells in the visual cortex 13. The construct structures implicitly 
extract the relevant features, with the weight of the nerve weights one layer into the local receptive on the layer is in 
front of it, so the second layer map feature on the convolutional layer experiences a spatial scale descent 13. Besides 
that there is a decrease in the number of parameters by using the same weight for the overall feature on feature map 
14. Figure 2 shows organization of layers in the CNN of the proposed by 15 where S is stride, P is zero padding and n 
is number of hidden units in penultimate affine layer variable in different CNN. 

 

Fig. 2. The architecture of the CNN  14. 

3.1.1. Convolutional Layer 
 
This is the first and foremost layer laid after the input images which want to be classified. The backbone of the 

convolutional neural network is local receptive fields and shared weights. These are making deep convolutional neural 
network for image recognition. In the process of recognizing images in the convolution layer there are several layers, 
where each layer consists of several neurons that extract a small part of the input image and invoke certain receptive 
fields. Each feature map of the convolutional neural network shared the same weights and bias values 16, this share 
values will represent the same feature all over the image. Depends on the application, the feature map generation is 
varied. 
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In the convolution layer there are several kernels or local receptive fields (set filters), where each filter is combined 
with an input image. Further features of the input image are extracted on a new layer or activation map. Each input 
image produces an activation map that represents some special characteristic or important feature, the layer of N x N 
input neuron multiplied by the filter m x m. Then, (S) is the output size of the convolution layer, where S is derived 
from: 

 𝑆𝑆 = (𝑁𝑁 − 𝑛𝑛 + 1)  × (𝑁𝑁 − 𝑚𝑚 + 1)                                                                  (1) 
 

It applied non- linearity through neural activation function. 

3.1.2. Pooling Layer 
 
Pooling layer is one of the most significant layers which help the network from avoiding over-fitting by reduce 

Some parameters and computing within the network. The workings of the pooling layer is a non-linear down sampling 
process, which divides the activation map into specific sizes as well as collects the maximum value in the sub-region. 
Pooling partition a down size the pixels with features. For instance, if N x N input layer, that will give output layer of 
(N/K) x (N/K) layer. The main significance of pooling layer selecting the generated feature can be found in the image 
area section, further removing the information in the appropriate positions. 

3.1.3. Rectified Linear Unit (ReLU) Layer 
 
The ReLU layer is an activation function obtained through the equation. 
 

𝑓𝑓(𝑥𝑥) = max(0, 𝑥𝑥)                                                                          (2) 
 
Where x is the input to the neuron and the transfer function is finely approximated to the rectifier into an analytic 
function. 

𝑓𝑓(𝑥𝑥) =  ln(1 + 𝑒𝑒𝑥𝑥)                                                                         (3) 
 

This activation function induces the sparsity in the hidden units. Also, It has been shown that the deep neural networks 
can be trained efficiently compared than sigmoid and logistic regression activation function. The transfer function of 
ReLU has a section that can normalize the input to avoid saturation conditions in the training process. Some training 
algorithms generate positive feedback to the ReLU transfer function so that training will be performed on the neuron 
17. 

3.1.4. Fully Connected Layer 
 
Fully connected layer is a CNN layer whose position is after the convolutional layer and the pooling layer. The 

reasoning process occurs in the fully connected layer during classification. The fully connected layer takes all neurons 
in the previous layer of the pooling layer and connects with all neurons in the fully connected layer where it is no 
longer spatially connected, but visualizes it in a one-dimensional layer. 

3.1.5. Classification layer 
 
After the stacked or deep multiple layers, the final layer is a softmax layer which stacked at the end for classifying 

the image followed by the fully connected layer output. Here, the deciding as a single-class classification or multi-
class classification. 

3.2. Training CNN 

CNN is a special form of multilayer perceptron where its training method uses backpropagation 12. In each CNN 
convolution layer, a single filter generates one feature map by being applied at different spatial positions. This means 



	 Bambang Krismono Triwijoyo  et al. / Procedia Computer Science 116 (2017) 166–173� 169 B.K. Triwijoyo, W. Budiharto/ Procedia Computer Science 00 (2017) 000–000  3 

Vector Machine (SVM) for HR classification with an accuracy using ANN is 76%, using Naive Bayes is 75%, using 
Decision Tree is 68% and using Support Vector machines is 81%. Several previous research studies that we have done 
make reference in this study and for further research. 

From a number of previous studies using the Artificial Neural Network method for medical image classification, 
only a few researchers have used the Deep Learning approach for HR disease classification, Such as 10 to detection of 
diabetic retinopathy. They use a Stacked Sparse Auto Encoder (SSAE) to extract the high level feature directly from 
raw images by Deep Learning strategy with an accuracy of 96.2% , so this is still open area of research to continue.  

3. Theoretical Background 

3.1. Convolutional Neural Network (CNN) 

One of the Deep Learning architecture models is the Convolutional Neural Network (CNN) which is the 
development of the Multilayer Neural Network model designed to be able to process two-dimensional data. CNN is 
one type of Deep Neural Network (DNN) with a high layer depth on the network and is most widely used for image 
or video data Multilayer Perceptron (MLP) is less suitable for image classification, because it cannot store spatial 
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CNN model is perfected by 12 under the name LeNet which was developed by LeCun to recognize numerical and 
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extract the relevant features, with the weight of the nerve weights one layer into the local receptive on the layer is in 
front of it, so the second layer map feature on the convolutional layer experiences a spatial scale descent 13. Besides 
that there is a decrease in the number of parameters by using the same weight for the overall feature on feature map 
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is number of hidden units in penultimate affine layer variable in different CNN. 
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where each layer consists of several neurons that extract a small part of the input image and invoke certain receptive 
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values will represent the same feature all over the image. Depends on the application, the feature map generation is 
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the set of weights the filter consists of are shared. A different feature map is then generated by a different filter and 
thus different weights, so that the number of parameters can be further reduced compared to the multilayer perceptron 
in which each neuron is interconnected, resulting in an implicit reduction of the test data and training data In the 
subsampling layer there is a weight and bias that can be trained using the local average coefficient 12, which causes 
the independent parameters of the subsampling layer to be less than the convolution layer. In the CNN training process 
requires less computation time compared to multilayer perceptron training, this is because at least the number of free 
parameters. Another thing is that CNN does extraction of implicit and invariant features of distortion to some degree, 
so CNN is appropriate for the classification process especially pattern recognition. In artificial neural network 
problems, the network architecture must be trained repeatedly. If training data is not available then it can use the new 
data available 18-20. 

3.3. Proposed Method 

The Convolutional Neural Network (CNN) is applied on the task of HR Classification, and firstly, we have 
presented a fundus image in grayscale to reduce computational complexity by changing from three channel imagery 
to one channel image without losing feature information in image, we use dataset from Digital Retinal Images for 
Vessel Extraction (DRIVE) and then resize image to 32 X 32 pixels. Secondly, we convert image to CSV file format 
as a input of CNN. Finally, the training procedure of CNN until convergence, and the classification process of HR 
will be tested to calculate the accuracy of the classification result. The proposed method of HR classification shows 
on Figure 3. 

 

Fig. 3. The diagram of the proposed method. 

To test the system prototype, we used 40 images of 768 x 584 pixels in JPEG file format retrieved from the Digital 
Retinal Images for Vessel Extraction (DRIVE) database. The DRIVE dataset contains 40 images consisting of 20 
normal retinas and 20 retinal images with HR symptoms. The first step is preprocessing to convert color fundus image 
into grayscale. Then, linear The initial stage is preprocessing in the form of a process of changing the colored retinal 
image into a grayscale form. The calculation of grayscale change uses the weighted sum of the three intensity channels 
of Red (R), Green (G) and Blue (B) channels based on the 1931 Y CIE formula 21, which is based on  

𝑌𝑌 = 0.2126𝑅𝑅 + 0.7152𝐺𝐺 + 0.0722𝐵𝐵                                                                                  (4)   
 
We resize each image to 32×32 pixel to reduce the complexity of image dimensions in order to accelerate the 

learning process, although with the limitations of some of the details the information will be lost. Next we convert 
each image into the matrix into the CSV format numeric matrix, in which the first column is the label for each image. 
The signals that the images are greyscale, they have only ones channel. For testing we use the ReLU activation 
function, 2 convolution layers and 2 pooling layers, 2 fully-connected layers and softmax output. Each convolutional 
layer uses a 5 x 5 kernel with a number of filters with certain coefficient values. The pooling layer uses max pooling. 
Table 1 presents the proposed CNN architecture. 
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     Table 1. Proposed architecture of CNN for HR classification. 

Layer Type Maps and 
neurons 

Kernel 

0 Input 1 map of 32 X 32 neurons  
1 Convolutional 20 maps of 32 X 32 neurons 5 X 5 
2 ReLu 20 maps of 32 X 32 neurons  
3 Max pooling 20 maps of 16 X 16 neurons 2 X 2 
4 Convolutional 50 maps of 16 X 16 neurons  5 X 5 
5 ReLu 50 maps of 16 X 16 neurons   
6 Max pooling 50 maps of 8 X 8 neurons 2 X 2 
7 Fully connected 500 neurons 1 X 1 
8 ReLu 500 neurons  
9 Fully connected 1 neuron 1 X 1 
10 Output softmax 1 neuron  

 
 

 

Fig. 4. Image Pre-processing: a) normal image, b) grayscale image, c) Resized image. 

The implementation of CNN model has been implemented in R utilize the MxNet package, we use the value of 
learning rate 0.001 and cross-entropy learning criteria, with the number of iterations or epoch 8000, momentum 0.9 
and the initiation value of all the weights in the full connected layer is 0.0005, meaning to initialize all the weights 
with the same value in the first iteration of the learning process, then the weight will be updated during the learning 
process. We do test scenarios, first using the number of training image objects of 20, 200 and 1000 each with 1000 
iterations or epoch, and second we use 20 training image objects with a total of 10000 iterations. We duplicate from 
20 training data in the DRIVE database to get the number of objects 200 and 1000 objects. 

4. Result 

To test our method, we use R to implement the method and run in machine with hardware specification Pentium 
Core i7 3.5 GHz and memory 8GB. Based on experiment the accuracy of classification hypertensive retinopathy is 
98,6 %. This result can be due to the simplicity in the complexity of the dimensions of the input image, although its 
weakness will remove some information from the original image, so this method may be less suitable for other image 
types which are more concerned with the details of the original image information. However, we have not done 
comparison with the system without pre-processing, so in the follow-up research we will develop by reading the input 
image without pre-processing. Figure 5 show graph of learning process until 1000 iterations, where the results show 
that the more the number of training objects the accuracy of training is increasing, and figure 6 shows the accuracy of 
the training process using 20 objects up to 10000 iterations, where the more the number of iterations the higher the 
accuracy level of the training. The comparison of previous related work shows on table 2.  
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Fig. 5. Graph of learning process based on number of object 

 

 

Fig. 6. Graph of learning process based on epoch. 

 

     Table 2. Comparison with others method. 

Method Classification Dataset Accuracy 

Noronha et al. 3 Bayesian classifier DRIVE 92% 
Manikis et al 5 Statistical measure DRIVE,  

STARE 
93.7% 
93.1% 

Narasimhan et al 6 Support Vector Machines VICAVR 93% 
Mirsharif et al 7 Statistical measure DRIVE 96% 
Proposed method Convolutional Neural Network DRIVE 98.6% 

 

The proposed method relatively have higher accuracy than others method, however in our future work, we will 
improve the accuracy with include a blood vessel of retina as a input feature of CNN and the classification not only 
two class which is normal and symptoms of HR but also the classification of HR grade base on four grades of  HR. 

5. Conclusion 

The proposed of classification of hypertensive retinopathy has been presented.  Base on experiment the accuracy 
of proposed method is 98.6 %, where the more the number of iterations the higher the accuracy level of the training 
the degree of accuracy of the training is pertinent to the number of training objects and the number of iterations. Our 
next research will make an early detection model of hypertensive retinopathy disease. Then perform the analysis of 
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the effectiveness and accuracy of the use of major features of HR disease, such as retinal vessels, optic disks for the 
classification of hypertensive retinopathy symptoms using Deep Learning and Boltzmann machine approaches on 
fully connected layers. 
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Fig. 5. Graph of learning process based on number of object 

 

 

Fig. 6. Graph of learning process based on epoch. 

 

     Table 2. Comparison with others method. 

Method Classification Dataset Accuracy 

Noronha et al. 3 Bayesian classifier DRIVE 92% 
Manikis et al 5 Statistical measure DRIVE,  

STARE 
93.7% 
93.1% 

Narasimhan et al 6 Support Vector Machines VICAVR 93% 
Mirsharif et al 7 Statistical measure DRIVE 96% 
Proposed method Convolutional Neural Network DRIVE 98.6% 

 

The proposed method relatively have higher accuracy than others method, however in our future work, we will 
improve the accuracy with include a blood vessel of retina as a input feature of CNN and the classification not only 
two class which is normal and symptoms of HR but also the classification of HR grade base on four grades of  HR. 

5. Conclusion 

The proposed of classification of hypertensive retinopathy has been presented.  Base on experiment the accuracy 
of proposed method is 98.6 %, where the more the number of iterations the higher the accuracy level of the training 
the degree of accuracy of the training is pertinent to the number of training objects and the number of iterations. Our 
next research will make an early detection model of hypertensive retinopathy disease. Then perform the analysis of 
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the effectiveness and accuracy of the use of major features of HR disease, such as retinal vessels, optic disks for the 
classification of hypertensive retinopathy symptoms using Deep Learning and Boltzmann machine approaches on 
fully connected layers. 
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