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Abstracts of Paper

Artificial Intelligence

Adaptive Back-stepping with Particle Swarm Optimization for

Nonlinear System 14 Dec

13:00

Room 1Sahazati Md Rozali1 and Amar Faiz Zainal Abidin2

1Department of Technology of Electrical Engineering, Faculty of Engineering Technology, Universiti

Teknikal Malaysia, Melaka; 2Faculty of Electrical Engineering, Universiti Teknologi Mara, Pasir Gudang,

Johor, Malaysia

This research presents back-stepping controller design which is integrated with adaptive technique

for tracking purpose of nonlinear system with unknown uncertainties. Since the performance of

adaptive back-stepping on the chosen system is relying on the control parameters and adaptive law,

Particle Swarm Optimization (PSO) technique is combined with the designed controller. Thus,

the controller has the ability to tune its parameters automatically in order to achieve a predefined

system performance. The performance is evaluated based on the tracking output and the tracking

error between reference input and the system output. Then, the efficacy of the adaptive back-

stepping controller is verified in a simulation environment by looking at the minimum value of

Sum of Squared Error (SSE) attained from the simulation process. The results show that the

system’s output follow the reference input given with very small tracking error.

Detection of Hypertension Retinopathy Using Deep Learning and

Boltzmann Machines 14 Dec

13:10

Room 1B K Triwijoyo1 and Y D Pradipto2

1Doctor of Computer Science, BINUS University Jakarta, Indonesia; 2Psychology Department, Faculty of

Humanities, BINUS University Jakarta

High blood pressure can cause a lot of disturbance on the retina of the eye, one of which is hyper-

tensive retinopathy (HR) where systemic changes produced by arterial hypertension is reflected in

the blood vessels of the retina. Most heart attacks occur in patients with undiagnosed high blood

pressure symptoms. Hypertensive retinopathy is a hallmark of high blood pressure. Symptoms of

hypertensive retinopathy form arteriolar narrowing, while the other major signs are the presence of

hemorrhage of retinal and Cotton wool spots. Then the diagnosis of early symptoms of hyperten-

sive retinopathy is indispensable for the prevention and accurate treatment. This research aims to

develop a system for early detection of hypertension retinopathy stage. The proposed method is to

22



determine the combined features artery and vein diameter ratio (AVR) as well as changes position

with Optic Disk (OD) in retinal images to review the classification of hypertensive retinopathy

using Deep Neural Networks and Boltzmann Machines approach. The expected results from this

research are designed a prototype system early detection of hypertensive retinopathy stage and

analyzed the effectiveness and accuracy of the proposed methods.

Designing Knowledge of the PPC with Semantic Network 14 Dec

13:20

Room 1Ari Fajar Santoso1, Iping Supriana2 and Kridanto Surendro2

1School of Industrial Engineering and Information System, Telkom University, Indonesia; 2School of

Electrical Engineering and Information Technology, Bandung Institute of Technology, Indonesia

A manufacturing process is a very complex activity, which involves a variety of knowledge, such as

the product design and description, manufacturing operations, tools, machines, and the relation-

ships between these entities. Production planning control (PPC) as dominant part of manufactur-

ing process has a very important role in determining the measures taken by the management of

company. The PPC construction is an interactive process that requires the collaboration of both

ICT and manufacture experts. Building PPC process can be used as a basis for making knowl-

edge in manufacturing domain that will be used in manufacturing intelligent system. This paper

describes about designing knowledge with semantic network in the production scheduling.

Table Extraction from Web Pages Using Conditional Random Fields to

Extract Toponym Related Data 14 Dec

13:30

Room 1Hayyu’ Luthfi Hanifah and Saiful Akbar

School of Electrical Engineering and Informatics, Bandung Institute of Technology

Table is one of the ways to visualize information on web pages. The abundant number of web

pages that compose the World Wide Web has been the motivation of information extraction and

information retrieval research, including the research for table extraction. Besides, there is a need

for a system which is designed to specifically handle location-related information. Based on this

background, this research is conducted to provide a way to extract location-related data from web

tables so that it can be used in the development of Geographic Information Retrieval (GIR) system.

The location-related data will be identified by the toponym (location name). In this research, a

rule-based approach with gazetteer is used to recognize toponym from web table. Meanwhile, to

extract data from a table, a combination of rule-based approach and statistical-based approach

is used. On the statistical-based approach, Conditional Random Fields (CRF) model is used to

understand the schema of the table. The result of table extraction is presented on JSON format. If

a web table contains toponym, a field will be added on the JSON document to store the toponym

values. This field can be used to index the table data in accordance to the toponym, which then

can be used in the development of GIR system.
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Detection of Hypertension Retinopathy Using Deep Learning  

and Boltzmann Machines 

B K Triwijoyo1, Y D Pradipto2 

1Doctor of Computer Science, BINUS University Jakarta, Indonesia 
2Psychology Department, Faculty of Humanities, BINUS University Jakarta  

1bambang.triwijoyo@binus.ac.id, 2ypradipto@binus.edu  

Abstract. hypertensive retinopathy (HR) in the retina of the eye is disturbance caused by high 

blood pressure disease, where there is a systemic change of arterial in the blood vessels of the 

retina. Most heart attacks occur in patients caused by high blood pressure symptoms of 

undiagnosed. Hypertensive retinopathy Symptoms such as arteriolar narrowing, retinal 

haemorrhage and cotton wool spots. Based on this reasons, the early diagnosis of the 

symptoms of hypertensive retinopathy is very urgent to aim the prevention and treatment more 

accurate. This research aims to develop a system for early detection of hypertension 

retinopathy stage. The proposed method is to determine the combined features artery and vein 

diameter ratio (AVR) as well as changes position with Optic Disk (OD) in retinal images to 

review the classification of hypertensive retinopathy using Deep Neural Networks (DNN) and 

Boltzmann Machines approach. We choose this approach of because based on previous 

research DNN models were more accurate in the image pattern recognition, whereas 

Boltzmann machines selected because It requires speedy iteration in the process of learning 

neural network. The expected results from this research are designed a prototype system early 

detection of hypertensive retinopathy stage and analysed the effectiveness and accuracy of the 

proposed methods. 

1.  Introduction 

High blood pressure can cause a lot of disturbance on the retina of the eye, one of which is 

hypertensive retinopathy (HR) where systemic changes produced by arterial hypertension is reflected 

in the blood vessels of the retina. Most heart attacks occur in patients with undiagnosed high blood 

pressure symptoms. Hypertensive retinopathy is a hallmark of high blood pressure. Symptoms of 

hypertensive retinopathy form arteriolar narrowing, while the other major signs are the presence of 

retinal hemorrhage and Cotton wool spots [1].  

Then the diagnosis of early symptoms of hypertensive retinopathy is indispensable for the 

prevention and accurate treatment. The traditional way to do is through a fundus image analysis to 

evaluate the presence of hypertensive retinopathy disease and establish a phase of evolution, because 

the retina is the only place that allows the doctor to examine the blood vessels of the retina directly 

and by means of non-invasive and the ethics of science this is related to patient privacy [2]. 

The diameter of retinal blood vessels is one of the most important characteristics for the diagnosis 

of hypertension, health professionals have been using the ratio of arterial blood vessels of the retina 

(AVR) to establish the presence of high blood pressure. The diameter of retinal blood vessels is one of 

the most important characteristics for the diagnosis of hypertension, health professionals have been 

using the ratio of arterial blood vessels of the retina (AVR) to establish the presence of high blood 
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pressure. This paper proposed the framework to implement Deep Neural Networks and Boltzmann 

Machines approach to the classification of hypertensive retinopathy stages. 

2.  Literature Review  

A computerized system to facilitate the detection of retinal disease ophthalmologists to review 

diagnosis and treatment of diseases accurate planning. Hypertension or high blood pressure causes 

Severe damage to the human eye and vision as hypertensive retinopathy, optic neuropathy and 

choroidopathy [3]. Retinal disorders (Network Behind the eye) caused by high blood pressure is called 

hypertensive retinopathy (HR) [4]. Fundus digital image analysis is used to diagnose HR review with 

track changes picture. The changes including tortuous arterioles, bleeding, hard exudates, cotton wool 

spots and papilledema. 

Important Symptoms of HR abnormal vein width that leads into low ratio of the average diameter 

of arterial venous (AVR). Retinal diseases can be tracked by changes in blood vessels of the retina 

hearts. Figure 1 shows the normal fundus image and the image has symptoms of retinal from HR. 

Research on the identification of hypertensive retinopathy through retinal images have been done 

before, there are many techniques presented literature to review the automatic detection of HR. [5] 

proposed a support system for the review in which the HR detection blood vessels are segmented 

using the Radon transform and the optical disk is detected using the Hough transform and finally 

counting AVR. 

 

 

Figure 1. Effect of hypertensive retinopathy on digital fundus 

image: a) Normal fundus image, b) Fundus image showing 

symptoms of hypertensive retinopathy 

 

The proposed algorithm was tested on a database DRIVE and showed 92% accuracy. [5]. HR other 

systems for diagnosis developed by [6]. [7] proposed a system for early detection of HR. Ship 

segmented using multiscale filtering and identification by region. The width of the vessel and AVR are 

calculated to find HR. This system was tested in DRIVE and STARE database had an accuracy of 

93.7% and 93.1% respectively. The author [8] presents a method for the detection of HR where 

vessels are segmented using a torque based and features a gray level and support vector machine 

(SVM) for classification.  

The intensity and color information used to classify the vessel as arteries and veins were then used 

to calculate the ratio of the width of the ship and AV. The proposed system showed 93% accuracy on 

VICAVR database. [9] proposed a classification method for the measurement of AVR auto ship. Ships 

segmented and some features based on the intensity of color is extracted for classification of vessels 

such as arteries and veins by using SVM and ship discriminant analysis (LDA). DRIVE database used 

to test algorithms and the system showed 96% accuracy. Another HR automated detection method 

proposed by [10]. The blood vessels of the retina that is detected by the cap and filter transformation 

of the double ring. Temporal region of the optical disk selected as a destination to calculate the ratio of 

AV. Features taken from the vessel in the ROI to classify them as arteries and veins using LDA. 
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2.1.  Deep Learning Neural Network 

Although many previous studies that utilize ANN-MLP for medical image classification, but the few 

studies that use Deep Learning for classification of hypertensive retinopathy. Convolutional Neural 

Network (CNN) is development of Multilayer Perceptron (MLP) that is designed to process two-

dimensional data. CNN included in this type of Deep Neural Network for high tissue depth and widely 

applied to image data.  

In the case of image classification, the MLP is less suitable for use because it does not store the 

spatial information of the image data and consider each pixel is an independent feature that produces 

poor results as well. CNN first developed under the name NeoCognitron by [11]. The concept is then 

finalized by [12]. Model CNN named Lenet successfully applied by [11] on his research on the 

numbers and handwriting recognition. How to work on the MLP CNN have in common, however on 

CNN every neuron is presented in the form of two-dimensional, unlike the MLP that each neuron is 

only measuring one dimension of a MLP as in Fig. 3. have the i layer (Red and blue boxes) with each 

layer containing neurons ji (white circles). MLP received a one-dimensional data input and propagates 

that data on the network to produce output. [13].  

 

 

Figure 2. Simple MLP architecture. 

 

Each neuron in the relationship between two adjacent layers have a weight of one-dimensional 

parameter that determines the quality mode. In each of the input data on a layer linear operation 

performed by the weight value is, and then computing the results will be transformed using a non 

linear operation which is called the activation function. On CNN, the data is propagated on the 

network is a two-dimensional data, so that the linear operation and parameters of different weights on 

CNN. On CNN linear operation using convolution operation, while the weights are no longer one-

dimensional, but the form is a collection of four-dimensional convolution kernel as in figure 3 

Dimensional weight on CNN is: neuron input x output x height x width Due to the nature of 

convolution process, then it can only CNN used on data that have two-dimensional structure such as 

images and sounds. 

 

 

Figure 3. Convolution process on CNN. 
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2.2.  Boltzmann machine  

The Boltzmann machine is a particular type of energy-based model with hidden variables, and RBMs 

are special forms of Boltzmann machines in which P(h|x) and P(x|h) are both tractable because they 

factorize. In a Boltzmann machine, the energy function is a general second-order polynomial:  

 

Energy(x,h) = −b’x – c’h – h’Wx – x’Ux – h’V h   (1) 

 

There are two types of parameters, which we collectively denote by θ: the offsets b i and ci (each 

associated with a single element of the vector x or of the vector h), and the weights W ij , Uij and Vij 

(each associated with a pair of units). Matrices U and V are assumed to be symmetric 1, and in most 

models with zeros in the diagonal. Non-zeros in the diagonal can be used to obtain other variants, e.g., 

with Gaussian instead of binomial units. The Boltzmann machine energy function can be rewritten by 

putting all the parameters in a vector d and a symmetric matrix A. [14]. 

 

Energy(s) = −d’s – s’As      (2) 

 

Let d−i denote the vector d without the element di, A−i the matrix A without the ith row and column, 

and a−i the vector that is the ith row (or column) of A, without the ith element. Using this notation, we 

obtain that P(si|s−i) can be computed and sampled from easily in a Boltzmann machine. 

One study using Neural Network for classification hypertensive retinopathy is [15], which utilizes 

Neural Network and Decision Tree (DT) to determine the area of the arteries or veins using a Naive 

Bayes classifier and Support Vector Machine (SVM). From the literature review conducted in this 

study are gaps (gap) that can be used as a reference to subsequent research, namely: 

 Required to standardize image acquisition protocols to guarantee the same conditions, retinal 

images to be taken by trained personnel only. 

 It takes a more objective system with the help of automated tools that can monitor disease 

hypertensive retinopathy. 

 It takes a more accurate measurement of AVR for the classification of the arteries and veins to 

detect retinal disorders. 

 The detection of Cotton Wool Spots CWS on the retinal image more accurate eye essential for 

building a computer system to analyse the symptoms of disease diagnosis at an early stage and 

at an advanced stage. 

 Need to repair blood vessel segmentation algorithm on the image of the eye retina to obtain 

accurate measurement results ore. 

 Keep registration fundus copy image of the same patient on a regular basis (i.e. 6 to 12 

months). For comparison automatically changes as the vessel monitoring system that is more 

efficient and accurate in the diagnosis of hypertensive retinopathy. 

The contribution of this research is a computer-based automatic aid system that can monitor disease 

states hypertensive retinopathy more accurately through the image of the retina. 

3.  Methodology 

Based on the objectives of the research that has been described previously, the following is a proposed 

framework or approach that will be proposed as shown in figure 4 are as follows: 
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Figure 4. Flowchart of Proposed Methodology. 

 

3.1.  Features. 

Features used is a combination of the average ratio of the width of arteriovenous (AV) and Optic 

Disk (OD). 

3.2.  Data Sets 

At the initial staged will use 40 the retinal image size of 768 x 584 pixels in JPEG format on the 

database DRIVE well as 20 images of the fundus camera the size of 700 x 605 pixels in format PPM 

STARE database. While at an advanced stage will use 100 fundus-copy images of Eye Hospital, 20 

patients were taken at regular intervals (6 to 12 months). to test prototype monitoring system for the 

diagnosis of stage symptoms of hypertensive retinopathy. 

3.3.  Stages of the process: 

 Enhancement: 

Using Global and local histogram equalization as well as 2-D Gabor wavelet to improve the 

visibility of the arteries and veins. 

 Segmentation: 

Using iterative Otsu thresholding method for determining the threshold value. 

 Features Extraction: 

Using the Set Region of Interest (ROI) as a measurement area of arteries and veins of the 

retina. Optical Disk (OD) of the retina is used to find the ROI where ROI is set three times 

larger radius OD. 

 Recognition: 

Using Multiscale Laplacian to estimate the radius Optic Disk (OD). Calculate the ratio, 

Central Retinal Artery Equivalent (CRAE) and Central retinal vein Equivalent (CRVE), which 

is determined by the measurement of the arteries and veins. 

 Classification: 

Using Convolutional Neural Network and Boltzmann machines for Retinopathy Hypertension 

stage classification is based on a scale of Keith Wagener Barker (KWB) grades. 

 

4.  Conclusion 

The proposed of computer-based automatic aid framework that can monitor disease states 

hypertensive retinopathy has been presented.  the diagnosis of early symptoms of hypertensive 

retinopathy is indispensable for the prevention and accurate treatment. The diameter of retinal blood 

vessels is one of the most important characteristics for the diagnosis of hypertension.  

Fundus Image

Pre Processing

Enhancement:
Global and local 
histogram 
equalization and 
2-D Gabor 
wavelet

Segmentasi: 
iterative 
thresholding 
using otsu
methods

Features Extraction:
Region of Interest 
(ROI) Laplacian 
multiscale to 
optimize of
Optical Disk (OD) 
potition

Recognation:
Ratio, Central 
Retina Artery 
Equivalent (CRAE) 
and Central retina 
vena Equivalent 
(CRVE)

Classification :
ConvNet and 
Boltzmann 
Machines
for 
Hypertension 
Retinopathy 
stage 
classification is 
based on scale 
of Keith 
Wagener 
Barker(KWB) 
grades.

5

International Conference on Computing and Applied Informatics 2016                                             IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 801 (2017) 012039          doi:10.1088/1742-6596/801/1/012039



 

 

 

 

 

 

This paper proposed the framework to implement Deep Neural Networks and Boltzmann Machines 

approach to the classification of hypertensive retinopathy stages.  The future work of this this research 

are to design a prototype system early detection of hypertensive retinopathy stage and analyze the 

effectiveness and accuracy of features combined ratio of diameter arteries and veins (AVR) with a 

change in the position of Optic Disk (OD) in the retinal image for the classification of hypertensive 

retinopathy using Deep Neural Network and Boltzmann machines. 

References 

[1]. Irshad, Samra., Salman, Muhammad.,Akram, M. Usman.,Yasin, Ubaidullah. (2015). Automated 

detection of Cotton Wool Spots for the diagnosis of Hypertensive Retinopathy. Proceedings of 

the 7th Cairo International Biomedical Engineering Conference, CIBEC. p.121-124. 

[2]. Moor, H.J. 1985. What Is Computer Ethics? Metaphilosophy, 16 (4): 266–275. 

[3]. R. Katakam, K. Brukamp, R. R. Townsend. (2008). What is the proper workup of a patient with 

hypertention ?.  Cleve Clin J Med, Vol. 75, pp. 663-72. 

[4]. Garner, N. Ashton. (1979). Pathogenesis of hypertensive retinopathy: A review, J R Soc Med, 

Vol. 72, pp. 362-365. 

[5]. K. Noronha, K.T. Navya, K.P. Nayak. (2012). Support System for the Automated Detection of 

Hypertensive Retinopathy using Fundus Images, International Conference on Electronic Design 

and Signal Processing (ICEDSP), pp.7-11. 

[6]. Ortíz, Daniel., Cubides, Mauricio., Suárez, Andrés., Zequera, Martha., Quiroga, Julián., Gómez, 

Jorge., Arroyo, Nubia. (2010). Support system for the preventive diagnosis of hypertensive 

retinopathy. Annual International Conference of the IEEE Engineering in Medicine and Biology 

Society, EMBC'10. p.5649-5652. 

[7]. Manikis, Georgios C., Sakkalis, Vangelis., Zabulis, Xenophon., Karamaounas, Polykarpos. 

,Triantafyllou, Areti., Douma, Stella. (2011). An Image Analysis Framework for the Early 

Assessment of Hypertensive Retinopathy Signs. Proceedings of the 3rd International Conference 

on E-Health and Bioengineering - EHB, 24th-26th November, 2011, Iaşi, Romania. 

[8]. K. Narasimhan, V.C. Neha, K. Vijayarekha (2012). Hypertensive Retinopathy Diagnosis from 

fundus images by by estimation of AVR, International Conference on Modeling Optimization 

and Computing (IC- MOC), Procedia Engineering, Vol. 38, pp. 980-993. 

[9]. Q. Mirsharif, F. Tajeripour, H. Pourreza. (2013). Automated characterization of blood vessels as 

arteries and veins inretinal images, Computerized Medical Imaging and Graphics, Vol. 37, pp. 

607- 617. 

[10]. Muramatsu, Y. Hatanaka, T. Iwase, T. Hara, H. Fujita. (2010). Automated detection and 

classification of major retinal vessels for determination of diameter ratio of arteries and veins, 

Proc. of SPIE Vol. 7624, Medical Imaging. 

[11]. Fukushima, K. (1988). Neocognitron: A hierarchical neural network capable of visual pattern 

recognition. Neural Networks, 1(2), 119–130. 

[12]. LeCun, Y., Jackel, L. D., Bottou, L., Cortes, C., Denker, J. S., Drucker, H.,Vapnik, V. (1995). 

Learning algorithms for classification: A comparison on handwritten digit recognition. Neural 

Networks: The Statistical Mechanics Perspective, 261–276. 

[13]. Shan, Juan, Li, Lin. (2016). Review: A Deep Learning Method for Microaneurysm Detection in 

Fundus Images. IEEE First Conference on Connected Health: Applications, Systems and 

Engineering Technologies, 978-1-5090-0943-5/16, pp 357-358. 

[14]. Nair, V., & Hinton, G. E. (2010). Rectified Linear Units Improve Restricted Boltzmann 

Machines. Proceedings of the 27th International Conference on Machine Learning,  807–814. 

https://doi.org/10.1.1.165.641. 

[15]. Abbasi, Uzma Gulzar, Akram, Usman M. (2014). Classification of blood vessels as arteries and 

veins for diagnosis of hypertensive retinopathy. International Computer Engineering Conference. 

5-9.  

6

International Conference on Computing and Applied Informatics 2016                                             IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 801 (2017) 012039          doi:10.1088/1742-6596/801/1/012039



   

ICCAI REVIEW RESULT 

Paper Details 

Paper Title : Detection of Hypertension Retinoptahy Using Deep Learning 
and Bolttzmann Machine 

Paper ID : 539 

Author : B K Triwijoya, Y D Pradipto  
 

Review Result 

 Poor Fair Good Very Good 

Originality  X   

Innovation  X   

Technical Merit X    

Applicability X    

Presentation   X  

Relation to Conference     

 Reject 
Accept with 
Comment 

Accept 
Strongly 
Accept 

Recommendation  X   

 
 

Reviewer Comment 

 This paper has no “result”, thus, It does not have contribution. Furthermore, the similarity with 
other paper is high. Please consider to paraphrase this article.  

 
 

Conclusion 

(ACCEPTED) Based on the result, we would like to invite you to present your paper to our 
conference. Only presented papers will be published. If you require additional information or 
assistance, feel free to contact us via email: iccai@usu.ac.id. 
 
 
 
 
 
 
 

Best Regards 
 

Organizing Committee of ICCAI 2016 

mailto:iccai@usu.ac.id


 
 
 
 
 
 
 
  

Author : B K Triwijoya, Y D Pradipto 

Paper ID : 539 
 

Dear Author,  

 

We have made a decision regarding your submission to International Conference on Computing and 

Applied Informatics 2016, entitled “Detection Of Hypertension Retinoptahy Using Deep 

Learning And Bolttzmann Machine ” 

 

Our decision is:  Accepted 

 

Therefore, in order your paper to be published and included in the IOP Proceeding Series, you must 

attend and present your paper. 

 

Publication fee should be made before 10th December 2016 by bank transfer, with Beneficiary (please be 

exact) : 

 

Dian Rachmawati 

Bank Account Number 1060007801361 

SWIFT/BIC: BMRIIDJA 

Bank Name: PT Bank Mandiri Tbk 

Branch : University of Sumatera Utara 

Address : Dr Mansur Street No 82, Medan, Sumatera Utara, Indonesia 

 

The complete information on the registration fee can be found in http://iccai.usu.ac.id.  

 

After performing the bank transfer, please email a copy of the transaction to iccai [at] usu.ac.id for with 

subject [Payment and your paper ID]. All bank charges are to  be covered by the participant. Payments 

made are NOT refundable. 

 

On behalf of The ICCAI 2016 Organizing Committee, I confirm that you are registered as A participant 

in the conference, and thus, it is pleasure to invite you to attend and participate actively in the 

International Conference on Computing and Applied Informatics 2016. 

 

Best Regards,  

 
Dr. Eng. Himsar Ambarita 

Organizing Committee 

http://iccai.usu.ac.id/





	Conference Information
	Committee
	Parallel Session Schedule
	Room 1Track : Artificial Intelligence, Natural Language Processing

	Abstracts of Paper
	Artificial Intelligence
	Adaptive Back-stepping with Particle Swarm Optimization for Nonlinear System (Sahazati Md Rozali and Amar Faiz Zainal Abidin)
	Detection of Hypertension Retinopathy Using Deep Learning and Boltzmann Machines (B K Triwijoyo and Y D Pradipto)


	Abstracts of Paper
	Artificial Intelligence
	Designing Knowledge of the PPC with Semantic Network (Ari Fajar Santoso, Iping Supriana and Kridanto Surendro)
	Table Extraction from Web Pages Using Conditional Random Fields to Extract Toponym Related Data (Hayyu' Luthfi Hanifah and Saiful Akbar)



